Abstract—Millimeter-wave is the core technology to enable multi-Gbps throughput and ultra-low latency wireless connectivity. But the devices need to operate at very high frequency and ultra-wide bandwidth; so, they consume more energy, dissipate more power, and subsequently heat up faster. Device overheating is a common concern of many users, and millimeter-wave (mmWave) would exacerbate the problem. In this work, we first study the thermal characterization of mmWave devices. Our measurements reveal that after only 10 s. of data transfer at 1.9 Gbps bit-rate, the mmWave antenna temperature reaches 68°C; it reduces the link throughput by 21%, increases the standard deviation of throughput by 6×, and takes 130 s. to dissipate the heat completely. Besides degrading the user experience, exposure to high device temperature also creates discomfort. Based on the measurement insights, we propose Aquilo, a temperature-aware multi-antenna scheduler; it maintains relatively high throughput performance, but cools down the devices substantially. Our testbed experiments in both static and mobile conditions show that Aquilo reaches a median peak temperature just 0.5 to 2°C above the optimal by sacrificing less than 10% of throughput.
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I. INTRODUCTION

The explosive demand for mobile broadband globally has created significant stress on the existing wireless infrastructure. Millimeter-wave (mmWave) has emerged as the core, new technology for the next-generation wireless LAN and cellular standards: IEEE 802.11ad [1]; IEEE 802.11ay [2]; and 5G NR [3], [4]. MmWave systems are the key enabler for applications that demand multiple Gbps throughput and ultra-low latency connectivity — immersive virtual and mixed reality, tactile internet, telesurgery, control for smart infrastructures, and autonomous vehicles safety [3]–[6]. MmWave systems achieve these capabilities by operating at a very high frequency and ultra-wide bandwidth, on the order of multiple GHz.

Such a high operational regime, however, brings unique challenges: Compared to the micro-wave devices, like Wi-Fi, the mmWave devices consume more energy, dissipate more power, and subsequently heat up faster. Increase in device temperature not only affects the hardware, but also is disconcerting to the users, especially when devices are small [7], hand-held [8]–[10], body-worn [11], [12], and near to the face and brain [13]–[16]. Device overheating is a common concern of many users, and mmWave would exacerbate the problem further. Thus, investigating ways to mitigate thermal-inefficiencies in mmWave devices is of vital importance.

Figure 1: Core idea behind Aquilo: (a) VR device with 4 mmWave antennas connected to the access point (AP) via antenna 1; data transfer increases its temperature; (b) Scheduler switches to relatively cooler antenna 2 with the best link to the AP; (c) Signal strength of the best beam from the 4 antennas; (d) Dimensions of a 60 GHz mmWave antenna [8].

Existing research works have extensively characterized mmWave channel, link, network, and applications; however, the thermal characteristics of the mmWave device are relatively less understood. Compared to the micro-wave devices, mmWave devices operate at a very high frequency and ultra-wide bandwidth; thus, each hardware component, e.g., baseband, ADC/DACs, PLLs, mixers, power amplifiers, etc., consumes more energy and dissipate more power. Although mmWave devices are more energy-efficient (consume less energy per bit) than Wi-Fi or LTE [17], [18], higher aggregate energy consumption and power dissipation can heat the mmWave devices quicker. While existing works have looked into the power consumption of the commercial mmWave devices [17], [18], to the best of our knowledge, none has looked at the thermal characteristics of the mmWave devices.

To this end, we first characterize the thermal profile of a Commercial-Of-The-Shelf (COTS) 60 GHz mmWave smartphone [10] under various device states and environmental conditions. Our measurements reveal that after only 10 s. of data transfer, at room temperature, with 1.9 Gbps bit-rate, the mmWave antenna temperature reaches up to 68°C; it reduces the average link throughput by more than 21%, increases the...
standard deviation of throughput by 6×, and takes about 130 s. to dissipate the heat completely. Such excessive temperature of 5G NR devices is also reported by consumers of different devices and brands [19]–[25]. Besides degrading the user experience, an increase in device temperature is disconcerting. More importantly, exposure to a high temperature may not only create short-term discomfort, but also has long-term adverse health effects [26], [27].

Driven by the measurement insights, we propose Aquilo\(^1\) — a temperature-aware multi-antenna scheduler that cools down mmWave devices substantially. Aquilo’s key idea is intuitive: Before one antenna heats up excessively, its data stream may be switched or distributed to other redundant antennas, allowing it to dissipate the heat. Equipping a mmWave system, like 5G smartphones or VR, with multiple antennas not only is a reasonable system’s choice, but also is necessary to provide reliable connectivity under channel fluctuations and obstructions [8], [28], [29]. Coordination among these multiple antennas proactively can reduce the overall temperature. This idea draws inspiration from the existing thermal mitigation techniques in multi-processor architectures [30]–[34]; yet, the challenges are in the variable thermal behavior and variable connectivity of the mmWave antennas. We propose a smart, adaptive multi-antenna scheduling technique that exploits the near-past observation of the thermal profiles, and probe and switch scheme to maintain relatively stable throughput performance and reduce the overall device temperature.

We have validated Aquilo on a 60 GHz mobile mmWave testbed; it consists of a NETGEAR X10 Access Point (AP) [35] and ASUS ROG smartphones [10]. Both the AP and smartphones are IEEE 802.11ad standard-compliant; also, ASUS ROG is the only commercially available 60 GHz smartphone, currently. Since the COTS smartphone is equipped with one mmWave antenna only, we collect real device throughput and temperature profiles, but use trace-based methods to emulate a multi-antenna device. Our testbed experiments demonstrate that, in comparison to a throughput-only maximization scheduling, Aquilo can effectively reduce the median peak temperature by 12°C and 9.5°C, under static and mobile conditions, respectively. While these improvements come from sacrificing 9.8% (static) and 8.5% (mobile) of throughput, Aquilo is still able to support at least 1.4 Gbps throughput at all times in static and 1.03 Gbps in more than half of the mobile cases. Furthermore, our field trials with traces collected from two applications, FTP and VR, show that Aquilo satisfies the minimum throughput requirements while simultaneously achieving the near-optimal device temperatures.

In summary, we have two main contributions:

(1) **Thermal Characterization of 60 GHz mmWave Device**: To the best of our knowledge, we are the first to perform a systematic study of the effects of mmWave device states and link performance on the device’s temperature and the effect of temperature on the device’s performance.

(2) **Temperature-Aware Multi-Antenna Scheduler**: Based on the insights from our thermal characterization, we propose, design, and validate a temperature-aware multi-antenna scheduler and demonstrate its effectiveness in maintaining the link performance while reducing the temperature substantially.

### II. Background and Related Work

- **MmWave Devices and Standards**: MmWave devices operate at a very high frequency and ultra-wide bandwidth, in the order of multiple GHz. Currently, there are two most popular mmWave standards: 5G NR [3], [4] (frequency ranges are 26.5–29.5 GHz and 37.0–40.0 GHz); and IEEE 802.11ad [1] (57–71 GHz). Specifically, IEEE 802.11ad devices operate on the unlicensed 60 GHz mmWave, use 2.16 GHz bandwidth, and can achieve peak bit-rate up to 7 Gbps. Since mmWave channel suffers from high signal propagation loss, both the standards use phased-array antenna and directional beam for signal strength compensation. Due to the small form factor of mmWave radio-frequency (RF) components and elements, multiple antennas can be integrated into mobile devices [8], [28], [29]; besides, multiple antennas provide reliable connectivity under channel fluctuations and obstructions [36]–[40]. While existing research works have extensively characterized mmWave channel [41]–[58], link [59]–[64], network [65]–[72], and applications [73]–[78], Aquilo is the first to characterize the thermal profile of mmWave antennas, and design, evaluate, and demonstrate a temperature-aware multi-antenna scheduling scheme. Aquilo is complementary to the existing mmWave systems’ research and can benefit from their reliable connectivity and improved performance.

- **Thermal Mitigation Techniques**: Aquilo is partly inspired by the thermal mitigation techniques in multi-CPU systems. Several proposed approaches can reduce the temperature significantly: dynamic trigger [30], [79], [80]; hybridized thermal stress-aware adaptation [31]; priority queuing [32]; passive load balancing and active migration [33]; and stochastic techniques [34]. Yet, Aquilo faces two challenges that are absent in multi-CPU systems: variable thermal behavior; and highly variable and unpredictable connectivity of the mmWave antennas. While there are existing works in micro-wave systems to minimize the power or energy consumption [81]–[86], to the best of our knowledge, none has looked at minimizing the system-level temperature of active mmWave antennas.

### III. Thermal Characterization

In this section, we characterize the impact of device’s states and throughput performance on its thermal profiles. *First*, we investigate the thermal profile of mmWave antenna under device’s idle and active states. *Second*, we identify performance fluctuations under high antenna temperatures. *Finally*, we study the trade-off between throughput performance and antenna temperature by inducing bit-rate adjustment and periodic idleness. In all cases, we explain the underlying reason for the observed behavior and how it differs from what may be expected. The findings of this section inform our proposal for temperature-aware multi-antenna scheduler.

- **Setup**: For our experiments, we use commercial mmWave smartphones: ASUS ROG [10] and AP: NETGEAR X10 [35] (Figure 2[a]). The devices operate at 60 GHz.
mmWave and are IEEE 802.11ad compliant [1]. They use Qualcomm mmWave chipset [87] and operate on a 2.16 GHz bandwidth, support up to 4.62 Gbps bit-rate, and have a 32-elements phased-array antenna [65], [67]. Furthermore, the devices have embedded, high-resolution temperature sensor that allows us to monitor the antenna’s temperature continuously. The smartphones use Android version 8.1 with a Linux kernel, and we can access the temperature data directly from the kernel file: /sys/kernel/debug/ieee80211/phy0/wil6210/temp. We performed experiments in a temperature-controlled indoor office environment with static mmWave channel conditions.

A. Thermal Profile In Idle and Active States

**Profile in Idle State:** We start by understanding the impact of the device’s idle and active states on the thermal profile. We first measure the temperature when the mmWave antenna is idle, i.e., no data communication with the AP. Figure 2(b) shows that the antenna’s average temperature is 48.63°C, about 24°C higher than the room temperature. This high idle temperature is due to the very high power consumption during idle listening [18], [85] — the smartphone needs to listen to the incoming mmWave packets and assess the clear channel condition continuously [1]. This also corroborates with the existing measurement that shows the idle listening power consumption in mmWave devices can be up to 1.7 W [18].

**Profile in Active States:** Active states consume more power, about 2.5 W during data transfer [18], [85]; thus, it increases the antenna temperature further. Nonetheless, we expect that, as soon as the data transfer stops, the antenna would cool down and reach its idle temperature quickly. Unfortunately, heat acts just like stored energy in a capacitor — it takes a long time to dissipate, and more the data transfer, longer the heat dissipation time. To understand this effect, we set up the smartphone 1 m. away from the AP and transfer data at a peak rate for a specific duration; the duration varies between 1 s. and 15 s. In parallel, we measure the antenna temperature.

Figures 3(a–d) plot two examples of antenna temperature for 5 s. and 10 s. of data transfers. They show that a 10 s. of transfer requires about 130 s. to dissipate the heat completely. The dissipation time is measured as the time it takes the antenna to return to its idle temperature. Increase in the transfer duration also increases the dissipation time; our measurements in Figure 2(c) is in agreement. More importantly, the average dissipation time can be up to 20× higher than the transfer duration. These transfer durations are lower than a typical application run-time; moreover, certain applications, like wireless AR/VR streaming, require continuous Gbps data transfer. Besides, higher data transfer duration affects the antenna’s peak temperature too; Figure 2(d) shows that the temperature can reach up to 68°C for only a 10 s. data transfer.

B. Performance Fluctuations with High Temperature

*High antenna temperature can adversely affect the throughput performance too,* due to increased thermal noise and leakage current. To quantify this effect, we perform experiments under the previous set up, but change the AP-smartphone distance to 50 cm. **First**, we transfer data at a peak data rate for 90 s. duration continuously and measure the antenna temperature as it rises up. **Then**, we divide the measurement into several time segments, marking every time index where the temperature increases by approximately 2°C. **Finally**, we measure the average and standard deviation of the throughput for each time segments. We repeat our experiments 85 times and present average of the results. Throughout the experiments, we also measure the Received Signal Strength (RSS) by the AP. The standard deviation of the RSS is 0.47 dB only; in other words, the data is transferred at a very stable channel condition.

Figure 4(a) shows an example RSS and throughput profile and marks the time indices for each segments. Even under the stable channel condition, the throughput fluctuates significantly. Figures 4(b–c) plot the average throughput and its standard deviation for every 2°C rise in temperature, upt to 14°C maximum increase. Clearly, average throughput degrades as the temperature increases; the loss of average throughput at 14°C increase is 21%. Besides, the standard deviation of the throughput increases by almost 6×, even
C. Effect of Periodic Idleness and Bit-Rate Adjustment

**Inducing Periodic Idleness**: A strawman approach to reducing the antenna temperature is to keep it idle in between the data transfers, since an idle period helps cool the antenna. To understand this effect, we use the previous experimental set up and run experiments for 270 s. with three transfer modes: continuous for 270 s; periodic for 10 s. followed by idleness for 5 s. (i.e., 66.7% duty cycle); and continuous for 180 s. (66.7% of 270 s.). Figures 5(a–b) show the throughput and temperature profiles. Under continuous 180 s. and 270 s. transfers, the temperatures grow steadily peaking at 75.63°C and 79.38°C, respectively. After 180 s., when the transfer stops, the antenna starts cooling down; but it never reaches to the idle temperature within 270 s. Introducing a periodic idleness of 5 s. after every 10 s. of transfer reduces the temperature substantially; the peak temperature is below 64°C, for 96% of the time. Figure 5(c) also shows that longer idleness in between transfers can reduce the peak temperature when the transfer durations are short. But this is ineffective for a longer transfer duration. For example, when the data transfer duration is periodic 15 s., none of the idle durations from 3 to 15 s. can reduce the peak temperature below 66°C.

**Inducing Bit-Rate Adjustment**: Another approach to reducing the temperature would be to slow down data transfer speed. Intuitively, the device consumes less power to transfer at a lower bit-rate, thus, heats up slowly. This is reflected in Figure 6(a); it illustrates three experiments at different mean throughput-level. For the mean throughputs at ~1.4 Gbps, ~0.9 Gbps, and ~0.024 Gbps, the peak temperatures are at 67.5°C, 63°C, and 56°C, respectively. However, Figure 6(b) shows that the temperature cannot be reduced by changing the throughput-level anywhere from 1.6 to 1 Gbps, hardly 0.17°C. Furthermore, for certain devices and applications, e.g., wireless VR/AR, neither increased idle duration nor reduced bit-rate is affordable since they require stringent throughput and latency guarantees; but it may be possible to switch the data stream to another antenna with lower temperature.

D. Measurements Summary

In summary, we showed the following properties:

- MmWave device’s temperature could be high, even when the device is idle; moreover, a longer data transfer duration not only increases the peak temperature, but also takes significantly longer time for heat dissipation — the dissipation time can be up to 20× higher than the transfer duration.
- This high device temperature, in turn, affects the link performance: even at static conditions, it reduces the average link throughput by more than 21% and increases the standard deviation of throughput by 6×.
- A lower bit-rate can reduce the device temperature, only when the link throughput is below 1 Gbps; more importantly, periodic idleness can help reduce antenna’s temperature, but only when the data transfer duration is short.

IV. Aquilo Design

Driven by the measurement insights, we propose Aquilo — a thermal profile based multi-antenna scheduler to maximize...
the link performance (e.g., throughput) and minimize the antenna temperature. Aquilo enables a mmWave AP and end-user device to select relatively cooler antennas dynamically. While existing works in micro-wave systems may reduce the idle temperature by scheduling sleep periods [1], [81]–[84] or reducing ADC bit-rate or clock-rate [85], [86], to the best of our knowledge, none has looked at minimizing the system-level temperature of active mmWave antennas.

Our key idea stems from the observation that the idle period between data transfers helps the cooling process. Unfortunately, periodic idle durations in a single antenna system are unaffordable for many applications, e.g., wireless VR/AR, real-time streaming, because they require stringent throughput and latency guarantees. Fortunately, upcoming mmWave systems, like 5G NR smartphones and VR/AR devices, are being equipped with multiple antennas. It is not only a reasonable system’s choice, but also necessary to provide reliable connectivity [8], [28], [29]. Aquilo leverages the presence of and coordination among these multiple antennas to reduce the overall system’s temperature. However, the objectives of high throughput and low device temperatures are perennially in conflict. So, a key networking challenge we aim to solve is providing an uncompromised quality of throughput and latency experience, while simultaneously maintaining a near-optimal system’s temperature. To this end, we design a multi-antenna, online thermal-profile driven, look-ahead network scheduler. We now describe each component in detail.

**Multi-Antenna Coordination**: At a high level, before one antenna heats up excessively, its data stream may be switched to the other antennas, allowing it to dissipate heat. This idea is partly inspired by the *thermal mitigation* techniques in multi-CPU systems [30]–[34], [79], [80]. But there exist significant differences between CPU’s and mmWave antenna’s working principle. First, while any one of the CPUs can be turned on and expected to work, such an assumption is invalid for the mmWave antennas; this is because channel fluctuations and antenna obstructions may not allow for a link establishment. Second, the thermal behavior of the antenna quickly changes depending on the link performance and user’s handling of the device, in addition to device insulations and surrounding temperatures. So, multi-antenna coordination techniques will need to consider at least two mmWave issues not present in current thermal mitigation techniques: (1) *variable thermal behavior*; and (2) *highly variable and unpredictable connectivity*.

To address these two issues, we propose to use an online thermal profile estimation based look-ahead scheduling among multiple mmWave antennas. The key idea is intuitive. Data transfer from an antenna increases its temperature while idleness decreases it. Furthermore, the increase and decrease rates depend on the amount and duration of transferred data (Section III). Thus, if we could somehow predict an antenna’s temperature when they are transferring data at a future point in time, we would be able to schedule a set of antennas such that the peak temperature is minimized and certain performance criterion is met. Unfortunately, the temperature increase and decrease rates are not always deterministic; besides, it’s hard to predict mmWave link performance ahead of time because of highly variable connectivity. Aquilo leverages near-past observations of the thermal profile for the temperature prediction and a look-ahead schedule and probe scheme for antenna selection. Next, we describe these design components in detail.

### A. Thermal Profile Estimation

**Issues with a Fixed Thermal Profile Model**: A natural way to predict an antenna’s future temperature would be to use a fixed temperature rise and fall model. Intuitively, the model parameters depend on the data transfer rate and duration; and, based on several measurements, we could extract the parameters and use them during the run-time. Unfortunately, the model itself varies depending on several factors: device types; insulation materials, locations, and amount; surrounding temperature; and user’s handling of the device. To understand the model variations, we measure the thermal profile using the AP-smartphone set up under two environments: indoor office; and home. We set up the smartphone 50 cm. away from the AP and transfer data at a peak rate for 10 s. continuously, ensuring that the channel is stable and the average throughput is around 1.6 Gbps under both the environments. Figures 7(a–b) show the resulting thermal profiles under the two environments. Clearly, they differ significantly in terms of three parameters: peak temperature; heat dissipation time; and noise. Thus, a fixed temperature rise and fall model established from pre-measured dataset will not be generalizable.

**Online Profile Estimation**: Instead of relying on a fixed model, Aquilo leverages online measurements from near-past time, by recording the temperature of the antennas when they are active or idle. But from our observation in Figures 3 (Section III) and Figures 7(a–b), clearly, we need to model the active and idle states separately; this is because switching an antenna from active to idle state stops increasing and starts decreasing the temperature immediately, creating a stark discontinuity in the thermal profile. Thus, the thermal profile of a mmWave antenna can be modeled as two exponentials: exponential gain, $e^{\alpha t}$, in the active state; and exponential fall, $e^{-\beta t}$, in the idle state. Furthermore, we can estimate the $\alpha$ and $\beta$ parameters from the near-past temperature observations. Despite this discontinuity, these separate models serve us better in estimating the thermal profiles accurately; the average root mean square error for model fit across all our measured thermal profiles is only 0.52°C. Figures 7(a–b) also show two such fitting results over the raw measurements. Unfortunately, such raw data is unavailable when the device boots up, or the antenna wakes up for the first time. In such cases, Aquilo can randomly select and switch between antennas to bootstrap the thermal profiles. Note that, such random selection and switch
happen only once per antenna since when an antenna starts data transfer, we can measure its thermal profile immediately.

B. Look-ahead Schedule, Antenna Probe and Switch

- Peak Temperature Based Schedule: Aquilo leverages the estimated thermal profiles to find a list of antenna schedules. Intuitively, the profile indicates the likelihood and change of an antenna’s temperature when it’s assigned for data transfer at a future point in time. So, under each schedule, the antennas will go through a temperature transformation, and thus, would reach a different peak temperature potentially. Therefore, we can pre-compute the peak temperature attained by each schedule and select the one with the lowest peak. Selecting a schedule with lowest peak temperature also ensures that there is no possibility of a significant temperature differential, i.e., one antenna heating up too high while the others are remaining at idle states. Let’s consider a simple example to illustrate this point. Assume we have a 3 antenna system; each antenna is initially at idle temperature, 48°C. We would like to schedule antennas every 1 s interval; therefore, for a total of 3 s, there are 27 (3^3) possible schedules: (1, 1, 1); (1, 1, 2); ...; (1, 2, 3); ...; (3, 3, 3). Furthermore, let’s assume that each antenna’s temperature increases by 2°C every 1 s when they are scheduled and transfer data. Hence, we can pre-compute the peak temperature of the schedules: (1, 1, 1) → 54°C; (1, 1, 2) → 52°C; ...; (1, 2, 3) → 50°C; ...; (3, 3, 3) → 54°C. Clearly, schedule (1, 2, 3) has the lowest peak temperature; thus, Aquilo will choose it for future data transfer.

- Unpredictable Connectivity: The above simple example assumes that there is an equal likelihood of selecting any one of the three antennas. In mmWave, however, the connectivity is highly variable and unpredictable: channel fluctuations and rampant obstructions from the user’s hand, body, and various environmental objects may block one or many antennas [47], [48], [58]–[62], [65]. Thus, the antennas may not have a strong enough link or sustain an application’s performance requirement. To overcome this challenge, Aquilo proposes an antenna probing scheme before selecting and switching to it. First, Aquilo sorts the list of potential schedules as per the likelihood of the lowest peak temperature and then selects the first choice; but there is no guarantee on the first antenna’s performance in the selection. Next, Aquilo invokes a fast beam alignment protocol [1], [62], [67] to probe for link strength towards the AP, and using an effective SNR metric [88] converts the strength to throughput performance. Finally, Aquilo switches to the new mmWave antenna that satisfies the expected performance requirement of the application.

Since the first selection may not have sufficient link strength, Aquilo iterates through the list of sorted schedules to eliminate the ones beginning with the antenna without the link. It then, selects the first antenna from the resulting list, which ensures a good quality link as well as a lower peak temperature. Still, there could be scenarios where no antennas in the selected schedule have any link towards the AP. In such cases, Aquilo falls back to the currently active antenna to at least guarantee connectivity. Furthermore, antenna probing and switching take a relatively small amount of time with state-of-the-art alignment protocols (less than 0.5 ms. [62], [67]); thus, the latency overhead from Aquilo will be very low.

- Practical Considerations: Ideally, Aquilo should estimate the thermal profiles, sort the list of schedules, and probe and switch to a new mmWave antenna continuously. However, such continuous operations will not only be computationally expensive, but also incur high probing and switching overheads. For practical considerations, Aquilo, thus, operates in a chunk of discrete-time, which we call a frame $F_i$. At the beginning of $i^{th}$ frame, $F_i$, based on the past frame’s thermal profile estimations, Aquilo predicts the temperature of each of the antennas as if they are scheduled for data transfer in $F_i$. Based on the predictions, Aquilo sorts a list of antenna schedules and selects the one with the lowest peak temperature. Each antenna transfers data for a limited time only, which we call a slot $s$; and, at the beginning of every slot $s_k$, Aquilo probes and switches to the new antenna as per the selected schedule. In parallel, Aquilo constantly monitors the temperature of both the active and idle antennas, and update a running estimation of their thermal profiles. At the end of $F_i$, Aquilo uses the newly estimated thermal profiles for scheduling in the next frame, $F_{i+1}$; and the above process repeats. Figure 7(c) shows an illustrative run-time example of Aquilo.

A key challenge is to identify the suitable lengths for the slot and frame. Intuitively, Aquilo will incur high probing and frequent switching overheads if the slot length is too small. On the other hand, the scheduled antenna will likely change performance within one slot if the length is too large. Besides, slot length and number of slots determine the frame length (slot length × number of slots). A larger frame length means better thermal profiles estimation; but that profile may...
not be usable for the next frame since the estimation may become stale. This staleness is due to the temporal variations of different factors, such as the surrounding temperature and the location of the user’s hand or body. Furthermore, if the frame length is too large with many slots, Aquilo will incur a high computational overhead for thermal profile estimation.

For example, if there are 4 mmWave antennas and 5 slots per frame, then the number of possible schedules is 1,024; with only 8 slots per frame, it increases to 65,536.

- **Non-Adjacency Criteria**: One way Aquilo reduces this huge list of schedules is by leveraging a simple heuristic: Avoid scheduling the same antenna in back-to-back time slots. We call it a **Non-Adjacency Criteria**. Intuitively, the peak temperature attained by a schedule where the same antenna is never scheduled back-to-back is always lower than any other schedule; this is because an antenna starts to cool down immediately after it stops transferring data (Section III). This heuristic can reduce the number of schedules exponentially.

In the previous example, the number of schedules with Non-Adjacency Criteria is 8,748, an almost 8× reduction from 65,536. In Section VI, we have also verified the performance of this heuristic empirically in reducing the peak temperature.

- **Example Schedule and Performance**: Figures 8(a–d) show example output of antenna schedule, system’s throughput, and system’s peak temperature under Aquilo, and contrast the results with a throughput maximization scheme. We set up our smartphone at 1 m. away from the AP and transfer data at a peak rate continuously for 90 s.; the channel remains in a near-static condition. We simulated a 4 antenna mmWave system with slot length 10 s. and frame length 90 s. For visual clarity, we averaged the system’s throughput and temperature every 10 s. window. Figures 8(a–b) show the scheduled antenna numbers and the corresponding throughput under the two schemes. Clearly, throughput optimization achieves better throughput; it’s about 120 Mbps higher than Aquilo on average (i.e., Aquilo suffers ∼6% loss). However, the throughput optimization scheme suffers from a very high system’s temperature since it only selects two out of four antennas with the best throughput; its peak temperature reaches 71.85°C. Aquilo, on the other hand, selects the antenna for data transfer to minimize the system’s temperature. The peak temperature never crosses beyond 55.20°C — i.e., 16.65°C temperature reduction sacrificing only 6% average throughput.

- **Algorithm for Multi-Antenna Scheduling**: Algorithm 1 formally describes the antenna scheduling process in Aquilo.

### Algorithm 1 Antenna Scheduling

1. For every frame, $F_i$; Input: Thermal profiles $Th_k^{i−1}$ for all antennas $k$ in $F_i−1$; Output: New thermal profile $Th_k^i$;
2. For every schedules, $s_j = \{a_1, a_2, a_3, \ldots, a_N\}$ ∀j
3. $PT_{a_j} \leftarrow \max\{PT(a_1), \ldots, PT(a_N)\}$; $PT$: Peak Temp.;
4. endFor
5. Sorted list of schedules: $S = \{s_1, s_2, s_3, \ldots, s_N\}$, s.t., $PT_{s_1} \leq PT_{s_2} \leq \ldots \leq PT_{s_N}$
6. Initialize the current schedule: $\alpha_i = \{\}$
7. For each slot, $k \in \{1, \ldots, \eta\}$
8. Scheduled antenna, $SA \leftarrow s_1(a_k)$; link $\leftarrow$ probe(SA);
9. while link is false
10. Remove all $s_j$ which starts with antenna $SA$;
11. $s \leftarrow S \setminus s_j$, ∀$s_j$, s.t., $SA = s_j(a_k)$;
12. $SA \leftarrow s_1(a_k)$; link $\leftarrow$ probe(SA);
13. endwhile
14. $\alpha_i \leftarrow \{\alpha_i | SA\}$; switch(SA);
15. Update thermal profile for $SA$: $Th_k^{i+1}$;
16. endFor

At the beginning of every frame $F_i$, Aquilo gathers the thermal profile for all antennas scheduled in frame $F_{i−1}$; hence, for each schedules $s_j$, it can pre-compute the peak temperature and create a list of sorted schedules, $S$. Aquilo, then probes the first antenna from the first schedule in the sorted list. Since under variable connectivity, this antenna may fail to establish a link, Aquilo continuously probes the other antennas in the first schedule, removes the unusable antennas, and updates the list of schedules. Once Aquilo is able to establish a link, it starts the data transfer, adapting its beam direction and bit-rate, and updating its thermal profiles. Finally, after Aquilo completes every slot scheduled in the current frame, it uses the new thermal profile estimation in the next frame, $F_{i+1}$.

### C. Latency for Antenna Probing and Switching

Since at the beginning of every slot Aquilo probes the selected antenna, it may incur additional latency; this is because, during the antenna probe, no useful data transfer occurs. For a small-sized antenna, with 64 beams, this latency is 2.02 ms. in IEEE 802.11ad [1], [62]; for a large-sized antenna, this latency can be on the order of 100s of ms [59], [60]. In that case, we can use state-of-the-art fast beam alignment protocols to keep the latency below sub-ms. [62], [67]. Nonetheless, Aquilo minimizes the overall temperature by switching to a new mmWave antenna, and thus, the number of switches and total latency may be higher than other “temperature-unaware” schemes. However, the slot length in Aquilo is much longer than beam alignment latency; therefore, the relative
overhead is very low. Next-generation mmWave standards also use multiple RF chains so that many antennas can be active simultaneously and operate independently [38]–[40], [89]. (An RF chain consists of amplifiers, modulators, filters, PLLs, ADC/DCAs, etc., and processes the wireless signal.) In such cases, Aquilo can continue data transfer with the active antenna, while simultaneously probing and preparing to switch to another antenna, incurring no additional latency. We have also evaluated the effect of antenna switching on Aquilo’s network delay performance in Section VI.

D. Integrating Aquilo with IEEE 802.11ad and 5G NR
Aquilo can be integrated with IEEE 802.11ad/ay or 5G NR COTS devices seamlessly. At a high level, Aquilo’s slots and frames span multiple beacon intervals in IEEE 802.11ad (100 ms.) or multiple radio frames in 5G NR (10 ms.). For example, if the slot and frame lengths are 1 s. and 5 s., then one slot and frame span 10 and 50 beacon intervals, respectively, in IEEE 802.11ad. Throughout a beacon interval or a radio frame duration, Aquilo can follow the standard protocols to aligning the beam directions and transferring data with the active antenna. At the beginning of each slot, instead of initiating a beam alignment from the current antenna per the standard, Aquilo initiates the probing and switches to the appropriate antenna as per its schedule. Since this probe and switch happens after every slot, that spans several beacon intervals, the relative cost is very low. Besides, in the future, Aquilo can be integrated into the standard devices to provide device temperature as a Quality of Service, by enabling flexible guarantees on the peak temperature of the mmWave devices.

V. Implementation
We implement and evaluate Aquilo by collecting throughput and temperature measurements from our COTS testbed (Figure 2[a]). The mmWave antenna on both the AP and smartphone can generate up to 64 transmit and receive beams in 3D. Under a multi-antenna device, each antenna can generate its own set of 64 beams; so when Aquilo switches to a new antenna, it selects the antenna’s beam with the strongest link to the AP. Under mobility and blockage, Aquilo steers the selected antenna’s beam to support reliable connectivity. Both the AP and smartphones can measure the wireless bit-rate, link throughput, and temperature of its mmWave antenna every 1 s. Throughout our evaluation, we consider IEEE 802.11ad [1] as the underlying standard, and follow its beacon structures, beam alignment process, and antenna switching overheads. We collect measurements for various data transfer periods ranging from 5 to 100 s. Between two measurements, the set up was allowed to cool down to its idle temperature so that all measurements have a common baseline. To expedite the cooling process, we also used an external USB fan.

Finally, we combine the measurements to emulate a setup with 4 mmWave antennas. However, a challenge with this emulation is that it does not capture the effects of the user’s device handling, where she may obstruct one or many mmWave antennas occasionally. To simulate these effects, we introduce random blockage as a probability of antenna producing zero throughputs; furthermore, we vary this probability to simulate the different intensity of obstructions.

VI. Evaluation
In this section, we evaluate Aquilo’s ability to identify the temperature-optimal antenna scheduling. We consider Aquilo’s performance along two dimensions: system throughput; and peak temperature. We will show the following in our evaluation: (1) Aquilo reaches a median peak temperature just 1°C above the best case while sacrificing 9.8% of throughput under various static conditions; (2) Under various degrees of obstructions, Aquilo can approximate the temperature-optimal scheme, with 1.1 to 5.4°C differences, while maintaining above 1.77 Gbps in more than half of the cases; (3) While Aquilo needs to trade-off temperature-optimal antennas under higher link throughput requirements, it still outperforms simple heuristic-based scheme by 3.9 to 7.4°C; (4) A larger frame length has poorer performance and higher computational burden, and a smaller slot length has higher probing and switching overheads; in practice, 1 s. slot and 10 s. frames perform well; (5) Under mobility, Aquilo shows near-optimal thermal performance, with just 0.5°C median difference from the optimal, even when the link demands 1 Gbps throughput; (6) Finally, for two field trial applications, FTP and VR, Aquilo provides a similar quality of experience as the best throughput scheme while reaching near-optimal temperature.

A. Compared Schemes
We compare Aquilo with the following four schemes:

▶ Best Case Temperature: An “oracle” scheme that finds out the minimum temperature of the system under an experimental condition, considering all possible blockage conditions, temperature changes, and antenna performance ahead of time but after the fact. Although an impractical scheme, this estimates the lower bound on the peak temperature.

▶ Random Scheduling with Non-Adjacency Criteria: The simplest way to schedule is to randomly select an antenna, ensure that it meets the performance requirement, and start data transfer. Since switching an antenna from active to idle state reduces its temperature immediately, we consider a random selection, but ensure that the same antenna is never assigned in adjacent time slots. It allows shuffling between antennas so that the peak temperature does not grow steadily.

▶ Random Scheduling: This scheme selects antennas randomly, but without the non-adjacency criteria, and ensure they meet the application’s performance requirement.

▶ Throughput Optimization: It tries to maximize only the throughput, without the knowledge of temperatures. We select by selecting highest throughput schedule. It determines the upper bound of a throughput maximization scheme.
B. Microbenchmark Results

Performance under Static Conditions: We first measure Aquilo’s effectiveness under static conditions. We choose 200 static links, each with 100 s. duration, and estimate the best case peak temperature. To estimate the ground truth of maximum throughput, we also run the throughput optimization scheme. In addition, we run the random scheduling with and without the Non-Adjacency Criteria (NAC). While pure random scheduling captures the average case temperature behavior, random scheduling with NAC evaluates a simple thermal mitigation technique: Allow periodic idleness in an antenna by avoiding adjacent time slots. Finally, we compare the throughput and peak temperature results from Aquilo.

Figures 9(a–b) show the empirical Cumulative Distribution Function (CDF) of the system’s peak temperature and throughput. The median of best case peak temperatures is 53.64°C. The throughput optimization shows the worst case temperature performance; its median peak temperature is beyond 67°C, even worse than random scheduling. This is because it only maximizes the throughput and is “temperature-unaware.” Furthermore, a simple heuristic of NAC effectively improves the median peak temperature by more than 3.7°C from the pure random selection. Aquilo outperforms all the random schedules and throughput optimization schemes in terms of temperature; its median peak temperature is just about 1°C above the best case. Compared to the throughput optimization, Aquilo suffers from around 200 Mbps throughput loss (∼9.8%); but in more than half of the cases, Aquilo reduces the peak temperature by approximately 12°C.

Effect of Environmental Dynamism: Next, we evaluate Aquilo’s performance under environmental dynamism that results in varying degrees of antenna blockages. A dynamic environment is the one with moving people, objects around mmWave link, and user’s handling of the mmWave device, like orientation changes, partial or complete obstructions of one or more mmWave antennas, etc. We have modeled these events as the varying probability of antenna blockage: For example, if the probability is 0.2, then an antenna can successfully establish a link towards the AP only 80% of the time. Figures 9(c–d) show the peak temperature and throughput results with increasing environmental dynamism. Clearly, the temperature performance of Aquilo degrades with increasing blockage probability; under 0.5 probability, the median peak temperature is more than 5°C above the optimal. This is expected: As the blockage probability increases, Aquilo has limited choices and flexibilities in scheduling antennas with better thermal mitigation, and thus, resort to whatever is available for continued operation. While this is a significant drop in the performance, such high blockage conditions are rare occurrences in practice and limited to a short duration.

Aquilo may affect the network delay performance too, since it achieves thermal mitigation with antenna probing and switching. To find out the additional latency under Aquilo, we simulate it in a device with 4 antennas, each with 64 beams, in IEEE 802.11ad standard network under various environmental dynamics. We use the standard beam alignment latency [60], [62], and simulated each blockage configurations for 1000 instances. Figure 10 shows the additional latency from Aquilo under a 100 second time window. As expected, the latency increases with higher blockage probability; this is because, under higher blockage probability, Aquilo may need to switch antennas more often, not only for reliable connectivity, but also for better thermal performance. However, even under an intense blockage occurrence with 0.5 probability, the total additional latency, averaged over 1000 instances, is 36.36 ms — this corresponds to an overhead of less than 0.04%.

Performance under Different Throughput Requirement: Applications like wireless AR/VR have stringent throughput requirements; to support them, Aquilo may need to trade-off temperature-optimal antennas for throughput performance. Specifically, Algorithm 1 will be able to schedule only those antennas that guarantee performance at or above the requirements. Thus, intuitively, a higher minimum throughput requirement will degrade the thermal mitigation effectiveness. Figure 11(a) illustrates this point; at higher throughput requirement, Aquilo’s performance deviates significantly from the best case and moves closer to random scheduling with NAC.

Effect of Different Frame Lengths: We now evaluate Aquilo’s performance in selecting optimal schedules under different frame lengths, but fixed slot lengths. Figure 11(b)
shows the difference in median peak temperatures between the best case and Aquilo. We have three observations. First, the effectiveness of Aquilo drops with higher frame length; this is because Aquilo uses past frame’s thermal profile estimation to schedule antennas in the next frame, which is more likely to be ineffective if the frame lengths are too large. Second, the number of schedules increases with longer frame duration (shown with boxed numbers in Figure 11[b]), and thus, in practice, Aquilo will have higher computational overhead. Finally, irrespective of the frame length, Aquilo still reaches median peak temperature 2°C above the optimal.

> **Performance under Mobility:** We now evaluate Aquilo’s performance under mobility. We collect the trace data for various mobility durations between 10 to 50 s., and measure the difference in peak temperatures between the best case and Aquilo. We consider two factors in our mobility evaluation: variable slot length; and variable minimum throughput requirement. Figure 11(c) shows that the effectiveness of Aquilo increases with smaller slot lengths. This is intuitive: A smaller slot length, such as 0.1 s., allows fast switching between antennas and more frequent schedule updates. However, the total number of probings will be very high (shown with boxed numbers in Figure 11[c]). For example, over 50 seconds, with a slot length of 0.1 s., the number of probings will be 500. Such high overhead may not be worth the extra gain in temperature performance. Nonetheless, a slot length of 1 s. enables reasonable thermal mitigation; and, the median peak temperature is only ~ 0.5°C above the optimal.

Figure 11(d) shows the effect of the minimum throughput requirement of mobile links on Aquilo. Aquilo achieves near-optimal performance when the requirement is at or below 0.5 Gbps; however, the performance deviates from the optimal, under more stringent 1 Gbps requirement. The performance is also relatively poor compared to the static cases (Figure 11[a]). This is expected: Under mobility, Aquilo needs to trade-off temperature-optimal antennas for performance more often than static cases. Still, the median peak temperature is only 0.5°C above the best case, even with 1 Gbps throughput requirement.

C. Field Trials

Finally, we evaluate Aquilo on real applications; we use previous mobility set up and collect temperature and throughput trace data while running two applications: FTP; and Virtual Reality (VR) gaming. First, we set up an FTP server on the AP, and the smartphone download a 2 GB file. Then, we set up a gaming server on a PC [90] that streams real-time data (video, voice, control) over the smartphone via the 60 GHz mmWave link; we also used a Google cardboard [91] to set up a smartphone VR. However, all our field trials are limited to 1 Gbps maximum throughput, since the Ethernet port on the PC does not allow for more. Figures 12(a–b) show the average throughput and peak temperature performance. For both the applications, Aquilo maintains the required throughput performance while reducing median peak temperature within 0.75°C above the best case. In summary, Aquilo provides a similar quality of experience as the best throughput scheme, while simultaneously reaching near-optimal device temperature.

VII. Conclusion

In this paper, we present the first-of-a-kind study on mmWave thermal characterization; the study reveals new challenges and opportunities to keep IEEE 802.11ad and 5G NR devices cool. Based on the measurement insights, we propose Aquilo, the first temperature-aware multi-antenna scheduler at mmWave. We use testbed experiments from COTS mmWave devices to demonstrate Aquilo’s effectiveness in maintaining link performance while reducing temperature substantially. In the future, we plan to continue investigating mmWave performance fluctuations under high device temperature with more fine-grained measurements, and characterizing thermal performance under different applications and use cases, both indoor and outdoor; besides, we plan to design, implement, and evaluate a real-time Aquilo on commercial multi-antenna mmWave devices. Overall, we believe, our research on mmWave device cooling helps allay concerns in some quarters about health effects of 5G and accelerates its deployment broadly.
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