Abstract—Human vision benefits a lot from pattern collocations in visual activities such as object detection and recognition. Usually, pattern collocations display as the co-occurrences of visual primitives, e.g., colors, gradients, or textures, in neighboring regions. In the past two decades, many sophisticated local feature descriptors have been developed to describe visual primitives, and some of them even take into account the co-occurrence information for improving their discriminative power. However, most of these descriptors only consider feature co-occurrence within a very small neighborhood, e.g., 8-connected or 16-connected area, which would fall short in describing pattern collocations built up by feature co-occurrences in a wider neighborhood. In this paper, we propose to describe local pattern collocations by using a new and general regional co-occurrence approach. In this approach, an input image is first partitioned into a set of homogeneous superpixels. Then, features in each superpixel are extracted by a variety of local feature descriptors, based on which a number of patterns are computed. Finally, pattern co-occurrences within the superpixel and between the neighboring superpixels are calculated and factorized into a final descriptor for local pattern collocation. The proposed regional co-occurrence framework is extensively tested on a wide range of popular shape, color, and texture descriptors in terms of image and object categorizations. The experimental results have shown significant performance improvements by using the proposed framework over the existing popular descriptors.
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I. INTRODUCTION

Over the past decade, local feature descriptors have made significant success in addressing many problems in multimedia processing, i.e. image classification [1], [2], object categorization [3]–[5], and image/video analysis [6]–[8], etc. There are mainly three kinds of local feature descriptors – shape, color and texture descriptors. After extracting a set of local features in an image, a feature encoding step is usually applied to cast them into a fixed-length feature vector for image representation [9]. Two widely used feature encoding techniques are the Bag-of-Words (BoW) [10] and Fisher Vector (FV) [11].

BoW maps each local feature into a word in a pre-organized visual vocabulary, and counts the occurrence of each word to form a feature histogram. FV uses the linear combination of a number of Gaussian models to describe the distribution of local features in an image. In both encoding techniques, individual local features in the image are supposed to be independent and only their occurrences are considered. Consequently, the resulting feature vector does not take into account any spatial information of local descriptors and finally undermines its discriminative power in image classification or categorization.

A local feature computed at a specific position intrinsically carries a spatial tag, which enables the construction of local patterns. Similarly, local patterns carrying spatial tags may construct some higher-level patterns [3], [12]–[16], which we call local pattern collocations. The local pattern collocations are generally considered as providing higher-level information than the individual local patterns in image representation. This is similar to the human vision, where the cue of pattern collocation can substantially facilitate humans to detect or recognize many objects, e.g., the sunflowers which bloom into a brown pistil with yellow petals, the pandas which are born with adjacent black and white furs, and the human faces which have eyebrows grown at right above the eyes.

Many efforts have been made to describe pattern collocations in an image by following the clue of co-occurrence [17], [18]. In [17], a pairwise co-occurrence LBP [19] descriptor was proposed, where meaningful LBP pairs were defined based on a statistic analysis of LBPs within their 8- or 16-connected neighborhoods. The co-occurrences of the related LBP pairs were successfully used for texture description. In [18], color co-occurrence was analyzed among 8-connected neighborhoods. The color of each pixel was mapped into a color code according to a pre-computed color codebook, and the co-occurrences of color codes in the 8-connected neighborhoods are put together into a co-occurrence matrix. The effectiveness of the co-occurrence property was validated in image categorization by the above descriptors. However, these descriptors consider...
feature co-occurrence only in a small neighboring area, e.g., 8- or 16-connected neighborhoods, which would fall short in describing pattern collocations which hold co-occurrences over a larger neighborhood [20].

There have been research efforts trying to discover pattern collocations within a certain range in an image. In [21], semantic visual phrases were defined as the meaningful spatially co-occurrent patterns, which were extracted from a set of visual words by using a mining scheme. In addition, a top-down refinement procedure was applied on the discovered phrases to reduce the ones with ambiguous semantic meaning. In [22], first, delta visual phrases, i.e., visual phrases with high inter-class discrimination power, were constructed on frequently co-occurring visual patterns with similar spatial context. Then, the visual synset, i.e., visual phrases with high intra-class invariance power, was obtained by clustering delta visual phrases based on their class-probability distribution. The resulting semantic visual phrases from these methods can be used as a kind of pattern collocations, and describe the discriminative groups of object parts, e.g., the tire-and-door on a car, the nose-and-mouth on a human face, etc. However, it is often difficult to seek a balance between the discriminative power and the robustness in visual-phrase construction. In addition, the semantic visual phrases represent the structures sparsely in an image, which may neglect the pattern collocations in flat-feature regions, e.g., the grassland, sky, pavement, etc.

From the above discussions, we find that the co-occurrence and the spatial properties of local features are very important for encoding the local pattern collocations. Therefore, in this paper, we propose to compute co-occurrence between neighboring image regions, and densely encode the spatially co-occurrent patterns over the whole image. This leads to a new and general framework for the description of local pattern collocations, as illustrated in Fig. 1. Specifically, we employ superpixel segmentation techniques [23] to explicitly partition an image into a set of adjacent regions. Due to the homogeneous property of the superpixel, coherent appearance is usually observed within a superpixel. Then, we uniformly describe the patterns in each superpixel by quantizing the local features into a feature histogram, where each dimension of the histogram represents the occurrence of a pattern. Therefore, we can describe the co-occurrences of patterns in any two neighboring superpixels by computing a co-occurrence matrix of their feature histograms. We then use the co-occurrence matrix to study the pattern collocation. While local pattern collocation is the main focus of this paper, we also analyze the co-occurrences of different patterns between neighboring superpixel regions, and it leads to a regional co-occurrence framework for local pattern collocations.

Contributions:

1) Our main contribution is the design of a new framework for describing local pattern collocations using regional co-occurrence information. Under this framework, the problem of local pattern collocation description is addressed by computing the co-occurrence matrix of regionally packed features over the image.

2) Based on the proposed framework, we develop a series of regional co-occurrence descriptors, e.g., regional shape co-occurrence descriptors with SIFT [24], [25] and SURF [26], regional color co-occurrence descriptors with CN [27], [28] and DD [29], and regional texture co-occurrence descriptors with LBPs. Boosted performances are obtained by using the new descriptors over the original ones in our experiments.

3) A factorization-based method is presented to fuse local pattern collocations built on different type of features, and the new ones are found to be additive to features encoded by other technique such as FV and DCNN [30].

The rest of this paper is organized as follows: Section II briefly reviews the related work. Section III describes the general framework for describing the local pattern collocations. Section IV introduces the implementations of popular shape, color and texture descriptors on the proposed framework. Section V demonstrates effectiveness of the proposed framework by experiments. Finally, Section VI concludes the paper.

II. RELATED WORK

In the past two decades, many efforts have been made to analyze the co-occurrence of visual primitives for description of local patterns and pattern collocations [4], [6], [31]–[34]. In this section, we briefly overview them in a perspective of visual co-occurrence.

A. Co-occurrence-Based Local Patterns

In 1970s, the co-occurrence matrix was found to be effective in texture description [35], [36], where the co-occurrence matrix was computed based on the intensity gradient of gray images. In [37], the gray-level co-occurrence matrix was effectively fused with Gabor-filtering feature for textural classification. In [38], the co-occurrence matrix was computed on a series of distance parameters to increase its discrimination power. In [39], a texture descriptor was constructed by computing the co-occurrence matrix of LBPs. To handle color images, in [40], the traditional single-channel co-occurrence matrix was extended to the multi-channel co-occurrence matrix. Meanwhile, the co-occurrence among neighboring pixels was also found to be powerful for color image representation [18], [41], [42]. In [41], a color co-occurrence histogram, called color correlograms, was constructed by computing the co-occurrence
matrix between pixels in an 8-connected neighborhood. Similar method was used in [18], where the color co-occurrence histogram was applied to object detection, by examining the descriptor in each sliding window. In [42], color co-occurrence histogram was combined with other feature co-occurrence histogram such as HOG [43], to achieve an improved image classification performance. Note that, the above mentioned descriptors examine co-occurrence in an 8- or 16-pixel neighborhood. In this paper, we perform co-occurrence analysis on superpixel regions, instead of individual pixels and the proposed co-occurrence descriptor captures the pattern collocations in a much larger scale.

B. Co-occurrence-Based Pattern Collocations

Pattern collocations were often exploited based on the co-occurrence of local patterns, where the local patterns are documented on bag-of-features or LBPs. To discover semantic visual phrases, data-mining strategies have been widely employed [21], [22], [44]–[47]. In [21], [22], visual phrases are defined as meaningful spatial co-occurrences of patterns in visual words, and significant spatial co-occurrent patterns are discovered by using frequent itemset mining techniques. The resulting pattern collocations can effectively describe object parts such as door-and-tire of a car, and nose-and-mouth of a human face. However, pattern collocations that are made up of similar patterns in the image may be neglected, especially those in a flat-feature region, e.g., a grassland, a pavement or a part of the sky. To address this issue, several strategies have been developed to encode more spacial information for co-occurrence pattern extraction, e.g., taking into account the contextual information [44], [48], expanding the searching to the whole image [49], using geometry-preserving visual phrases [50], and performing a hierarchical spatial partitioning to the image [51]. Besides SIFT, other primitive feature descriptors such as color histogram, HOG and LBP are also studied for co-occurrence pattern extraction [17], [20], [52], [53]. In [17], the co-occurrence pattern extracted from pairwise LBPs can achieve rotation invariance, which is desired in applications such as material recognition and flower species classification. In [53], co-occurrences of LBP were examined on five types of textons. However, the texton holds a size of only $2 \times 2$ pixels, which would be too small to encode pattern collocations over a larger area. In our cases, we propose to compute co-occurrence between neighboring image regions, based on which we can perform a dense encoding of the spatially co-occurrent patterns over the whole image.

Note that, some other methods also directly considered the regional information [54], [55]. In [54], a probabilistic method was proposed to model the relation between spatial co-occurrence of visual words associated with superpixels. However, in this method each superpixel should be assigned a scene label for training, which would be a labor-intensive task. In our method, the co-occurrences of superpixels are encoded automatically without any human interactions. In [55], the co-occurrences of appearance and shape features were examined in rectangles. In our experiments, we will demonstrate that the superpixels will be a better choice than rectangles.

Considering feature relations in an even larger range, [56] exploits the neighborhood information among images. To learn a discriminant hashing function, it extracts local discriminative information among content-similar images using an regularization method built on maximum-entropy principle. While [56] examines the neighborhood information between different images in the context of image retrieval, our work studies the neighborhood within an image for image classification.

III. A REGIONAL CO-OCCURRENCE FRAMEWORK

In this section, we begin with a definition to the local pattern collocation, and then describe the calculation of regional co-occurrence matrix, and at last introduce the details on using factorization for better co-occurrence information.

A. Local Pattern Collocation

Suppose $\mathcal{R}_a$ and $\mathcal{R}_b$ are two neighboring regions, $\mathcal{F}_a = \{f_{a1}, f_{a2}, \ldots, f_{am}\}$ are $m$ features in region $\mathcal{R}_a$, and $\mathcal{F}_b = \{f_{b1}, f_{b2}, \ldots, f_{bn}\}$ are $n$ features in region $\mathcal{R}_b$. Let’s further suppose a number of patterns can be extracted by encoding the features in regions $\mathcal{R}_a$ and $\mathcal{R}_b$

$$\mathcal{P}_a = \Psi(\mathcal{F}_a)$$

and

$$\mathcal{P}_b = \Psi(\mathcal{F}_b)$$

where $\mathcal{P}_a$ and $\mathcal{P}_a$ denote the patterns in $\mathcal{R}_a$ and $\mathcal{R}_b$, respectively, and $\Psi(\cdot)$ denotes a function of feature encoding, e.g., the bag-of-words. Without loss of generality, (1) and (2) can be rewritten as

$$\mathcal{P}_a = \{p_{a1}, p_{a2}, \ldots, p_{ak}\}$$

$$= \{n_{a1}, n_{a2}, \ldots, n_{ak}\}[\vec{b}_1, \vec{b}_2, \ldots, \vec{b}_k]$$

and

$$\mathcal{P}_b = \{p_{b1}, p_{b2}, \ldots, p_{bk}\}$$

$$= \{n_{b1}, n_{b2}, \ldots, n_{bk}\}[\vec{b}_1, \vec{b}_2, \ldots, \vec{b}_k]$$

where $[\vec{b}_1, \vec{b}_2, \ldots, \vec{b}_k]$ denote the $k$ pattern bases, which construct a $k \times k$ identity matrix, as shown in (5)

$$[\vec{b}_1, \vec{b}_2, \ldots, \vec{b}_k] = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}_{k \times k}$$

The $n_{ai}$ and $n_{bi}$ denote the frequency of pattern base $b_i$ in $\mathcal{P}_a$ and $\mathcal{P}_b$, respectively. Then, a local pattern collocation is defined as a pair of patterns with each coming from one of the regions

$$\mathcal{C}_{ij} = [p_{ai}, p_{bj}]$$

$$= [n_{ai}\vec{b}_i, n_{bj}\vec{b}_j]$$

where $1 \leq i \leq k$, and $1 \leq j \leq k$. Note that, different local feature descriptors can produce different $\mathcal{F}_a$ and $\mathcal{F}_b$. In addition, given the specific $\mathcal{F}_a$ and $\mathcal{F}_b$, different encoding algorithms.
will result in different \( P_a \) and \( P_b \), and hence different pattern collocations.

### B. Regional Co-occurrence Matrix

As \( P_a \) and \( P_b \) are the patterns in two neighboring regions \( R_a \) and \( R_b \), respectively, as stated in (3) and (4), all pattern collocations between \( R_a \) and \( R_b \) can be described as

\[
C = [p_{a1}, p_{a2}, \ldots, p_{a_k}] \otimes [p_{b1}, p_{b2}, \ldots, p_{b_k}]
\]

\[
= \begin{bmatrix}
[p_{a1}, p_{b1}] & [p_{a1}, p_{b2}] & \ldots & [p_{a1}, p_{b_k}] \\
[p_{a2}, p_{b1}] & [p_{a2}, p_{b2}] & \ldots & [p_{a2}, p_{b_k}] \\
\vdots & \vdots & \ddots & \vdots \\
[p_{a_k}, p_{b1}] & [p_{a_k}, p_{b2}] & \ldots & [p_{a_k}, p_{b_k}]
\end{bmatrix}
\]  

(7)

where ‘\( \otimes \)’ computes the Kronecker product \([57]\). Given that the pattern bases \( \{b_1, b_2, \ldots, b_k\} \) can be treated as constant, the pattern collocations in (7) can be simplified as

\[
C = \begin{bmatrix}
[n_{a1}, n_{b1}] & [n_{a1}, n_{b2}] & \ldots & [n_{a1}, n_{b_k}] \\
[n_{a2}, n_{b1}] & [n_{a2}, n_{b2}] & \ldots & [n_{a2}, n_{b_k}] \\
\vdots & \vdots & \ddots & \vdots \\
[n_{a_k}, n_{b1}] & [n_{a_k}, n_{b2}] & \ldots & [n_{a_k}, n_{b_k}]
\end{bmatrix}
\]  

(8)

Since a pattern collocation is highly related to the frequency of the involved pair of patterns, we propose to describe each pattern collocation by multiplying the occurrence frequencies of the involved patterns

\[
[n_{ai}, n_{bj}] \Rightarrow [n_{ai} \cdot n_{bj}].
\]

Therefore, the pattern collocations in (8) can be rewritten as a co-occurrence matrix

\[
C = [n_{a1}, n_{a2}, \ldots, n_{a_k}]^\top [n_{b1}, n_{b2}, \ldots, n_{b_k}].
\]

(9)

Note that, the co-occurrence matrix reflects the probability of co-occurrence of a pair of patterns between the two specified regions. The probabilities of pattern co-occurrence regarding to two neighboring regions may potentially reflect the pattern collocation.

### C. Regional Co-occurrence Factorization

In the above discussion, we only consider local pattern collocation in one feature space, i.e., one same kind of features. In fact, multiple local feature descriptors can be employed to extract features from an image, e.g., the shape descriptors such as SIFT and SURF, and the color descriptors such as CN and DD, where pattern collocations may be built by patterns upon different features. In this subsection, we propose a regional co-occurrence factorization scheme for the description of local pattern collocations in multiple feature spaces.

Let \( R_a \) and \( R_b \) be two neighboring regions, as illustrated by Fig. 2, a number of \( T \) feature descriptors are applied to extract local features, \( P_{ai} = [p_{i1}^a, p_{i2}^a, \ldots, p_{in_i}^a] \) be \( m \) patterns in region \( R_a \) w.r.t. feature descriptor \( F_i \), and \( P_{bj} = [p_{j1}^b, p_{j2}^b, \ldots, p_{jn_j}^b] \) be \( n \) patterns in region \( R_b \) w.r.t. feature descriptor \( F_j \), with \( 1 \leq i, j \leq T \), then the patterns in the two regions can be formulated as

\[
P_a = [\Phi(\Phi(\cdots \Phi(N_{i1}^a \otimes N_{i2}^a) \otimes \cdots) \otimes N_{iT}^a)]
\]

(13)

and

\[
P_b = [\Phi(\Phi(\cdots \Phi(N_{j1}^b \otimes N_{j2}^b) \otimes \cdots) \otimes N_{jT}^b)].
\]

(14)

where \( \Phi(\cdot) \) re-shapes a matrix to a one-row vector. Then the pattern collocations in multiple feature spaces in \( R_a \) and \( R_b \) can be computed by

\[
C^{ab} = C^a \otimes C^b.
\]

(15)

The dimension of \( C^a \) and \( C^b \) is \( M = \prod_{i=1}^{T} \dim(P_{ai}^b) \), where \( \dim(\cdot) \) returns the dimension value of a vector. The resultant \( C^{ab} \) would have a very large dimension, and may contain redundant information. Therefore, before computing \( C^{ab} \), we make a factorization to \( C^a \) and \( C^b \).

Suppose \( C_{M \times N} = [C_1, C_2, \ldots, C_N] \) contains \( N \) co-occurrence matrices computed by (13) and (14) on a set of training images, each \( C_i \) corresponds to a local region, and has been reshaped to an \( M \times 1 \) vector, then we use singular value decomposition (SVD) to factorize \( C \)

\[
(U, \Sigma, V) = \text{SVD}(C)
\]

(16)

and get \( C = U \Sigma V^\top \), where \( U \) is an \( M \times M \) dimension matrix of left singular vectors, \( \Sigma \) is an \( M \times N \) dimension diagonal matrix of singular values, and \( V \) is an \( N \times N \) dimension matrix of right singular vectors. In practices, most of the singular values are very small or zero, we only consider the \( L \) largest singular values, in which \( L = \sum_{i=1}^{T} \dim(P_{ai}^b) \). Therefore, the reduced space is now represented by \( \hat{\Sigma} \) that has a dimension of \( L \times L, \hat{V} \) that has dimension \( N \times L \), and \( \hat{U} \) that has dimension \( M \times L \). Then for each \( C_i \) from a region, we get the new vector by

\[
\hat{C}_i = (C_i^\top \hat{U} \Sigma^{-1})^\top.
\]

(17)
Consequently, the $C^a$ and $C^b$ in (15) can be factorized into $\hat{C}^a$ and $\hat{C}^b$. Both of them have a dimension of $L \times 1$, and the co-occurrence matrix $\hat{C}^{ab}$ can be calculated by (18), which has a dimension of $L \times L$

$$\hat{C}^{ab} = \hat{C}^a \otimes (\hat{C}^b)^\top. \quad (18)$$

D. Regional Co-occurrence Descriptor

To apply the regional co-occurrence factorization to an image, we first partition the image into a number of non-overlapping neighboring regions. Specifically, we employ superpixel techniques for image partitioning.

Suppose $\{S_i | i = 1, 2, \ldots, M\}$ be a number of $M$ superpixels of an input image $I$, and $\hat{C}_i$ be the patterns in $S_i$ as produced by using (17), then for each superpixel $S_i$, we calculate its regional co-occurrence matrix by (19)

$$\Gamma_i = \sum_{S_j \in \text{NB}(S_i)} (\hat{C}_i \otimes \hat{C}_j^\top) \quad (19)$$

where $\text{NB}(S_i)$ returns the 8 nearest neighboring superpixels of $S_i$. Then the regional co-occurrence matrix of image $I$ can be computed by

$$\Psi_I = \text{Norm}\left(\sum_{i=1}^{M} \Gamma_i\right) \quad (20)$$

where $\text{Norm}(\cdot)$ denotes an $L_1$ normalization of an matrix, i.e., each element is divided by the sum of all elements in the matrix. To enhance the generalization power of $\Psi_I$, we make it symmetric and take its upper triangle matrix as the final descriptor for local pattern collocations, as formulated by (21)

$$\hat{\Psi}_I = \text{Triu}(\Psi_I^\top + \Psi_I) \quad (21)$$

where $\text{Triu}(\cdot)$ takes the upper triangle of the matrix.

IV. IMPLEMENTATIONS

Sections III-B and III-C provide two ways to describe local pattern collocations. In this section, we give details of the implementation to both of them.

A. Region Partitioning

In this paper, we use SLIC—a popular superpixel technique [23] for region partitioning, as it can generate similar-size homogeneous-appearance regions. The homogeneous property of the resulting regions provides possibilities of a precise description of the co-occurred patterns, which would bring more discriminative power to the co-occurrence matrix in the later procedure. An illustration is given in Fig. 3. In addition, the size of the superpixel, i.e., $s\text{Size}$, and the compactness of the superpixel boundary can be controlled with SLIC parameters. Fig. 4 shows an example for region partitioning with different $s\text{Size}$. A smaller superpixel commonly contains less features in it. For the superpixel size, we will investigate its influence on the performance of the corresponding local pattern collocation descriptors. Also, we will study the necessity of superpixel segmentation by comparing it with the standard grid-based partitioning.

![Fig. 3. An illustration to the effect of different partitioning strategies: superpixels vs. rectangles. Column 1: an original region consisting of two subregions with homogeneous color feature contained. Column 2: region partitioning using superpixels (at top) and rectangles (at bottom). Column 3: color feature histograms in subregions A and B. Column 4: the regional co-occurrence matrix computed on the color feature histograms. Column 5: the symmetrized regional co-occurrence matrix.](image)

Fig. 3. Superpixels when using different $s\text{Size}$. From left to right, the original image, and superpixels with $s\text{Size} = 200, 400,$ and 600, respectively.

![Fig. 4.](image)

Fig. 4. Superpixels when using different $s\text{Size}$. From left to right, the original image, and superpixels with $s\text{Size} = 200, 400,$ and 600, respectively.

We can see that the value in the (normalized) co-occurrence matrix reflects the probability of co-occurrence of a pair of feature value between the two specified regions. These probabilities of feature co-occurrence regarding to two separated regions may potentially reflect the collocation pattern of the considered feature and contain more discriminative information for classification.

B. Feature Extraction

We try up a number of popular shape, color and texture descriptors for local feature extraction.

*Shape descriptors:* The shape features in an image are usually expressed by the gradients. Based on image gradients, some shape descriptors have been developed and successfully applied in image matching and object categorization. In this work, we employ two popular local shape descriptors.

1. **SIFT**—Scale Invariant Feature Transform Descriptor [24]. SIFT produces 128-dimension features based on the gradients at particular interest points, and are invariant to image scale and rotation. They are also robust to changes in illumination, noise, and minor changes in viewpoint. We employ the implementations provided by VLFeat toolbox [58].
2. **SURF**—Speed-Up Robust Feature Descriptor [26]. SURF performs in a similar way as SIFT. It uses an integer approximation of the determinant of Hessian blob detector, which can be computed with 3 integer operations using a pre-computed integral image. The 64-dimension features are based on the sum of the Haar wavelet response around the points of interest, which can also be computed with the aid of the integral image.

*Color descriptors:* Color representation plays an important role in image and object categorization. We use three popular color descriptors to extract color features in the image.
TABLE I

<table>
<thead>
<tr>
<th>Types</th>
<th>Number of neighbors</th>
<th>Uniform</th>
<th>Rotation invariant</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP11</td>
<td>8</td>
<td>Yes</td>
<td>No</td>
<td>59</td>
</tr>
<tr>
<td>LBP12</td>
<td>8</td>
<td>No</td>
<td>Yes</td>
<td>10</td>
</tr>
<tr>
<td>LBP13</td>
<td>8</td>
<td>Yes</td>
<td>Yes</td>
<td>36</td>
</tr>
<tr>
<td>LBP21</td>
<td>16</td>
<td>Yes</td>
<td>No</td>
<td>243</td>
</tr>
<tr>
<td>LBP22</td>
<td>16</td>
<td>No</td>
<td>Yes</td>
<td>18</td>
</tr>
<tr>
<td>LBP23</td>
<td>16</td>
<td>Yes</td>
<td>Yes</td>
<td>4116</td>
</tr>
</tbody>
</table>

i) \(rgHist\)—Normalized RGB Histograms descriptor [5]. In the normalized RGB color model, the components \(r\) and \(g\) describe the color information in the image since \(b\) is redundant as \(r + g + b = 1\) through the normalization. Owing to the normalization, \(r\) and \(g\) are scale-invariant and thereby invariant to light intensity changes.

ii) \(CN\)—Color Names Descriptor [27], [28]. Color names are linguistic labels when human perceives color in nature scenes, where a total number of eleven basic color names are defined. In [28], the eleven color names were automatically learnt from Google images, in which the color space was partitioned into eleven regions. Then, an 11-dimensional local color descriptor can be constructed by counting the occurrence of each color name over a local region of the image.

iii) \(DD\)—Discriminative Color Descriptor [29]. Based on the information theory, it clusters color values into a number of categories by minimizing their mutual information in image representation. In this way, the color space can be partitioned into a number of regions. Similar to \(CN\), \(DD\) describes the occurrence of colors in a specific image region. The resulted descriptor was claimed to hold good photometric invariance and high discriminative power.

Texture descriptors: Local Binary Patterns (LBP) [19] has been found to be a powerful descriptor for texture classification. Generally, an LBP feature is created by comparing the center pixel to each of its 8 (or 16) neighbors in an image window (which is called a cell), following the pixels along a circle in clockwise or counter-clockwise direction. If the center pixel’s value is greater than the neighbor’s value, it creates a ‘0’, and otherwise a ‘1’. This gives an 8-digit (or 16-digit) binary number. Then a histogram is computed over all the cells over an image by calculating the occurring frequency of each binary number. This feature histogram is often normalized to earn a higher descriptive power.

A series of LBP descriptors are employed to extract texture features in our work. We try LBPs with different number of neighbors, uniform or non-uniform, etc., which are listed in Table I.

C. Feature Encoding

Once a set of local features are extracted from a region, the feature encoding is applied on them to build local patterns. For features from each type of LBP, we directly project them into a histogram with their pre-defined pattern tables [19]. For SIFT, SURF, CN, DD and \(rgHist\), we follow a standard BoW and quantize each type of features in one single region into a feature histogram. Thus, each value in the feature histogram represents a pattern. Before building the feature histogram, a feature codebook is constructed for each type of features by using K-means clustering. Then a hard-assignment strategy is used for feature quantization. Specifically, the K-means is initialized with \(k\) centers. In the experiments, we will study how the value of \(k\) influences the performance of the final descriptor in the context of image categorization.

D. Descriptors Construction

After local patterns are extracted, the final regional co-occurrence descriptors can be constructed using the regional co-occurrence framework as introduced in Section III. To be specific, we summarize in Algorithm 1 the pipeline for constructing the regional co-occurrence descriptors.

Algorithm 1: Regional Co-Occurrence Factorization.

Input:

- A set of images: \(\{I_i | i = 1, 2, \ldots, N\}\);
- A set of local feature descriptors: \(\{F_i | i=1, 2, \ldots, T\}\);
- The superpixel size: \(sSize\);
- The number of centers for K-means: \(k\);

Output:

- The regional co-occurrence matrices of all images: \(\Psi\);

1: Partitioning each \(I_i\) by using SLIC superpixel algorithm with \(sSize\);
2: Extracting features for each superpixel with each \(F_i\);
3: Constructing a feature codebook for each type of features with K-means clustering;
4: Building the local patterns for each type of features within each superpixel;
5: Computing a pattern co-occurrence matrix for each superpixel with (13);
6: Collecting all co-occurrence matrices from step 5, and factorizing them with (16);
7: Computing a factorized pattern co-occurrence matrix for each superpixel with (17);
8: Calculating a regional co-occurrence matrix for each superpixel with (19);
9: Computing the regional co-occurrence matrix \(\Psi_i\) for each image with (21);
10: return \(\Psi = \{\Psi_i | i = 1, 2, \ldots, N\}\).
of the proposed descriptors to some state-of-the-art methods. Note that, the main purpose of the experiments is to validate that the proposed framework is effective over traditional shape, color and texture descriptors.

A. Datasets

Flowers102: The Oxford Flowers 102 dataset contains 8189 images [59], which are divided into 102 categories with 40 to 250 images per category. Sample images are shown in Fig. 5(a). Image masks are used to extract features in the region of interest. In the experiments, we randomly select 20 images each category for training and the rest for test. The procedure is repeated thirty times and the results are averaged.

PFID61: The Pittsburgh Food Image Dataset [60] contains 1098 fast-food images from 61 food categories, with masked foreground. Each food category has three different instances. For each food instance, six images are collected from six viewpoints, with 60 degrees apart. The experimental protocol was used in [33], [61] with a 3-fold cross validation strategy, where 12 images from two instances were used for training and 6 images from the third instance for test. This procedure is repeated three times, with a different instance serving as the test set. The results are averaged.

ArtMv6: The dataset contains 3185 paintings belonging to 6 different art movements, i.e., Renaissance, Baroque, Rococo, Romanticism, Impressionism and Cubism, from more than 600 authors [62]. Among these genres, some are easy to discern, e.g., the Cubism and Renaissance, and some are mixed and hard to separate, e.g., Baroque and Renaissance. The images are acquired from various sources, and lack cohesion in acquisition conditions. The classifiers are trained with 600 images which are specified and uniformly covering all 6 artistic genres.

PT-91: The dataset consists of 4266 images of 91 artists [63]. The artists in the dataset come from different eras. Fig. 6(b) shows example painting images of four different artists from this dataset. There are variable number of images per artist ranging from 31 to 56. The large number of images and artist categories make the problem of computational painting categorization extremely challenging. A protocol attached specifies 1991 images for training, and the other 2275 images for test.

DH660: It contains 660 Flying-Apsaras painting images from Mogao Grottoes in Dunhuang, China [64]. These 660 images have been categorized into three classes according to the art eras in the development of the Flying-Apsaras art, with 220 from the infancy period, 220 from the creative period, and 220 from the mature period of the Flying-Apsaras art. Samples of the collected images are shown in Fig. 6(c). For each of the three categories, half data are taken for training, and the remaining half are taken for testing.

B. Effectiveness

In order to find to what extent the proposed regional co-occurrence framework works, we make comparisons by using and not using the proposed framework for the local feature descriptors mentioned in Section IV-B. First, we visually examine the effectiveness of regional co-occurrence framework in image representation. Then, we quantitatively analyze the improvement brought by the proposed framework over the original feature descriptors.

Visual comparisons: An excellent descriptor for image representation is supposed to hold high inter-class discrimination power, meanwhile to hold high intra-class invariance power. Then the descriptors constructed by the proposed framework
are desired to produce feature vectors (or matrices) with small
distance on the same-category images, and produce feature vec-
tors (or matrices) with large distance on the different-category
images. In this experiment, two pairs of images from DH660
dataset are used, as shown in the top row of Fig. 7. The pair
on the left are from one category—‘infancy period’, and the
pair on the right are from another category—‘mature period’. It
can be seen that, each pair of images have similar color col-
locations, and curve structures, but images between the pairs are
very different in these attributes, which we state as the differ-
ence in art styles. For all four images, the proposed regional
SIFT co-occurrence descriptor (RSC) and the regional CN11
coa-occurrence descriptor (RCC) are used to extract the shape
coa-occurrence matrices, and the color co-occurrence matrices,
respectively, which are shown in the middle row and bottom row
of Fig. 7. Due to the limitation of display, we only use 64-words
codebooks for RSC and RCC. From Fig. 7 we can see, for both
RSC and RCC, matrices within one pair are similar, and matri-
ces between the two pairs are dissimilar, which visually shows
the inter-class discriminative power and intra-class invariance
power of RSC and RCC.

Quantitative evaluations: We also make quantitative compar-
isons by using and not using the regional co-occurrence frame-
work. For shape descriptors—SIFT and SURF, a dense sampling
strategy is employed. Specifically, multi-scale dense SIFTs are
extracted from each input image, with a sampling step of 4, and
a number of scales of 5. For SURF, a sampling step of 2 is used.
Then, SIFT and SURF will extract a similar number of features
on one same image. For color descriptors - rgbHist, CN, and DD,
features are extracted with a sampling step of 5, and a number
of scales of 2. Note that, CN produces 11-dimensional features,
and is named as CN11. Two versions of DD are used, i.e.,
25 dimensions and 50 dimensions, which are named as DD25
and DD50, respectively. For texture descriptors, five LBPs are
tested and features (patterns) are computed at each pixel in the
image. The classification accuracy is used as a metric for per-
formance evaluation, which is defined by (22)

\[
\text{Accuracy} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Positives}}. \tag{22}
\]

We use ‘Yes’ to denote the case using the regional co-
ocurrence framework, and ‘No’ to denote the case not using
it. To make fair comparisons, we uniformly set \(k = 128\) to
run the K-means for feature-codebook construction. In the case
of ‘No’, the shape and color features are encoded by the bag-
of-words framework. While in the case of ‘Yes’, a number of
regional co-occurrence descriptors are formed, e.g., the RSC,
RCC, etc. Due to the intrinsic property of LBPs, patterns are di-
rectly extracted from image patches by using the corresponding
LBP descriptors. Thus feature histogram can be constructed in
an image/region without a feature codebook. Note that, LBP23
is excluded from regional co-occurrence computation since it
produces 4116-dimensional features, which incurs an intolera-
able computing cost.
TABLE II
PERFORMANCES OF LOCAL DESCRIPTORS BY USING AND NOT- USING THE REGIONAL CO-OCCURRENCE FRAMEWORK (RC)

<table>
<thead>
<tr>
<th>descriptor</th>
<th>using RC?</th>
<th>Flowers102</th>
<th>PFID61</th>
<th>DH660</th>
<th>ArtMv6</th>
<th>PT-91</th>
<th>Ave. Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIFT</td>
<td>Yes</td>
<td>47.07</td>
<td>36.52</td>
<td>69.61</td>
<td>52.32</td>
<td>27.60</td>
<td></td>
</tr>
<tr>
<td>SURF</td>
<td>Yes</td>
<td>58.39</td>
<td>41.8</td>
<td>80.16</td>
<td>62.58</td>
<td>36.18</td>
<td>9.20</td>
</tr>
<tr>
<td>DD25</td>
<td>Yes</td>
<td>47.20</td>
<td>25.19</td>
<td>79.29</td>
<td>52.05</td>
<td>16.57</td>
<td></td>
</tr>
<tr>
<td>DD50</td>
<td>Yes</td>
<td>50.72</td>
<td>36.70</td>
<td>91.24</td>
<td>64.17</td>
<td>20.92</td>
<td>7.79</td>
</tr>
<tr>
<td>Color</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CN11</td>
<td>No</td>
<td>43.66</td>
<td>26.87</td>
<td>83.45</td>
<td>53.37</td>
<td>16.04</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>50.72</td>
<td>36.70</td>
<td>91.24</td>
<td>64.17</td>
<td>20.92</td>
<td>7.79</td>
<td></td>
</tr>
<tr>
<td>DD25</td>
<td>No</td>
<td>47.20</td>
<td>26.41</td>
<td>79.29</td>
<td>52.05</td>
<td>16.57</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>51.02</td>
<td>35.70</td>
<td>89.92</td>
<td>63.51</td>
<td>19.91</td>
<td>7.71</td>
<td></td>
</tr>
<tr>
<td>DD50</td>
<td>No</td>
<td>48.07</td>
<td>26.87</td>
<td>80.12</td>
<td>53.23</td>
<td>16.62</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>52.15</td>
<td>36.16</td>
<td>90.54</td>
<td>64.06</td>
<td>21.05</td>
<td>7.81</td>
<td></td>
</tr>
<tr>
<td>Texture</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LBP11</td>
<td>No</td>
<td>26.47</td>
<td>23.41</td>
<td>66.77</td>
<td>55.51</td>
<td>17.45</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>46.22</td>
<td>30.51</td>
<td>73.99</td>
<td>58.03</td>
<td>27.52</td>
<td>9.33</td>
<td></td>
</tr>
<tr>
<td>LBP12</td>
<td>No</td>
<td>15.08</td>
<td>16.58</td>
<td>61.61</td>
<td>49.28</td>
<td>8.92</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>27.73</td>
<td>23.04</td>
<td>66.23</td>
<td>54.33</td>
<td>13.85</td>
<td>6.74</td>
<td></td>
</tr>
<tr>
<td>LBP13</td>
<td>No</td>
<td>20.92</td>
<td>17.12</td>
<td>63.14</td>
<td>52.72</td>
<td>10.29</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>32.90</td>
<td>23.50</td>
<td>65.68</td>
<td>55.31</td>
<td>17.10</td>
<td>5.90</td>
<td></td>
</tr>
<tr>
<td>LBP21</td>
<td>No</td>
<td>35.40</td>
<td>26.05</td>
<td>71.93</td>
<td>52.66</td>
<td>24.79</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>49.86</td>
<td>32.06</td>
<td>88.69</td>
<td>61.09</td>
<td>20.70</td>
<td>10.81</td>
<td></td>
</tr>
<tr>
<td>LBP22</td>
<td>No</td>
<td>41.99</td>
<td>26.87</td>
<td>68.79</td>
<td>47.89</td>
<td>12.79</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>49.86</td>
<td>32.06</td>
<td>88.69</td>
<td>61.09</td>
<td>20.70</td>
<td>10.81</td>
<td></td>
</tr>
<tr>
<td>LBP11</td>
<td>No</td>
<td>26.47</td>
<td>23.41</td>
<td>66.77</td>
<td>55.51</td>
<td>17.45</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>46.22</td>
<td>30.51</td>
<td>73.99</td>
<td>58.03</td>
<td>27.52</td>
<td>9.33</td>
<td></td>
</tr>
<tr>
<td>LBP12</td>
<td>No</td>
<td>15.08</td>
<td>16.58</td>
<td>61.61</td>
<td>49.28</td>
<td>8.92</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>27.73</td>
<td>23.04</td>
<td>66.23</td>
<td>54.33</td>
<td>13.85</td>
<td>6.74</td>
<td></td>
</tr>
<tr>
<td>LBP13</td>
<td>No</td>
<td>20.92</td>
<td>17.12</td>
<td>63.14</td>
<td>52.72</td>
<td>10.29</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>32.90</td>
<td>23.50</td>
<td>65.68</td>
<td>55.31</td>
<td>17.10</td>
<td>5.90</td>
<td></td>
</tr>
<tr>
<td>LBP21</td>
<td>No</td>
<td>35.40</td>
<td>26.05</td>
<td>71.93</td>
<td>52.66</td>
<td>24.79</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>49.86</td>
<td>32.06</td>
<td>88.69</td>
<td>61.09</td>
<td>20.70</td>
<td>10.81</td>
<td></td>
</tr>
<tr>
<td>LBP22</td>
<td>No</td>
<td>41.99</td>
<td>26.87</td>
<td>68.79</td>
<td>47.89</td>
<td>12.79</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>49.86</td>
<td>32.06</td>
<td>88.69</td>
<td>61.09</td>
<td>20.70</td>
<td>10.81</td>
<td></td>
</tr>
</tbody>
</table>

The results for all the shape, color and texture descriptors, using and not using the regional co-occurrence framework, are listed in Table II. It can be seen from Table II that, all the 11 descriptors equipped with the proposed regional co-occurrence framework achieve boosted performances in image categorization on the five datasets, which demonstrates the effectiveness of the proposed framework. Note that, the regional CN11 co-occurrence descriptor (RCC) achieves an accuracy over 90% on the DH660 dataset, which is 7.79% higher as that obtained by the original CN11 (not using the regional co-occurrence framework). It is because that, paintings in DH660 are very rich in colors, and the color collocations have become a distinct painting style for the Dunhuang paintings. It in turn demonstrates that the regional co-occurrence framework can effectively improve the discriminative power of original descriptors (not using the regional co-occurrence framework), and better describe the pattern collocations.

C. Robustness

We examine the robustness of the proposed framework by using different feature-combination strategies. Fig. 8 shows the results of different methods on all five datasets. In the charts in Fig. 8, Bar 1 and Bar 2 denote the regional CN11 co-occurrence descriptor RCC and the regional SIFT co-occurrence descriptor RSC, respectively. Note that, here RCC and RSC are constructed on feature codebooks with 256 visual words. In Bar 3, ‘RCC+RSC’ denotes the method that concatenates the RCC and RSC feature matrices. In Bar 4, ‘[RCC+RSC]’ denotes the method that factorizes the RCC features and RSC features before computing the final co-occurrence matrix, as described in Algorithm 1. In Bar 5, the IFV [11] is equipped with 256 Gaussian models. In Bar 6 and 7, the IFV is used in a late fusion manner. The difference lies in that, in ‘[RCC+RSC]+IFV’, RCC and RSC features are early fused, where a factorization process is applied before co-occurrence computation, while in ‘RCC+RSC+IFV’, all kernels are produced independently. It can be seen from Fig. 8 that, the combination of RCC and RSC achieves higher performances than any single descriptor, and ‘[RCC+RSC]’ outperforms ‘RCC+RSC’ on all five datasets. It is because that, the local pattern collocations constructed by different types of features have been encoded by an early fusion in the factorization step [as defined by (18)], which endows ‘[RCC+RSC]’ with more discriminative power than ‘RCC+RSC’, as color patterns and shape patterns are encoded independently in ‘RCC+RSC’. It can also be seen from Bar 6 and Bar 7 that, traditional descriptors wrapped by the proposed framework are additive to IFV in object and painting classification.

D. Impact of Parameters

Experiments are conducted on Flowers102 and ArtMv6 to examine the influences of parameters sSize and k on performances of the descriptors using the proposed regional co-occurrence framework. Note that sSize is a parameter initializing the superpixel size, and k is the number of centers for K-means clustering. Fig. 9(a) and (b) show the impact of k, and Fig. 9(c) and (d) show the impact of sSize. Note that, when sSize = 1, the region becomes 1 × 1 pixel, and the proposed regional co-occurrence descriptors degenerate to the co-occurrence descriptors, as proposed in [18]. It can be seen from Fig. 9, a higher k generally leads to higher performances, which reflects the fact that a larger codebook commonly brings higher discriminative power. It can also be seen that, a too small or too large sSize will lead to decreased performances. It is because that, overly small regions will be less capable of constructing the local pattern collocations, and overly large regions will enclose local pattern...
collocations within a same region, and undermine the performance of the proposed regional co-occurrence framework.

In addition, to examine the advancement of a superpixel-based image partitioning, we compare RSC by using superpixels and square-grids partitioning strategies, respectively. From Fig. 10(a) and (b) we can see that, the region partitioning using superpixels uniformly produces higher classification accuracy for RSC under different $k$. Furthermore, we examine how the compactness of superpixels influences the final performance. In Fig. 10(d), six different superpixel segmentations on a flower image have been shown which are obtained with compactness value of 0, 5, 10, 20, 100 and 1000, respectively. We fix $s$Size = 200 and run the classification by changing the compactness. It can be found from Fig. 10(c) that, a compactness value close to 0 or 1000 leads to decreased performances, while the compactness value equal to 10 or 20 generates relatively better results. This is because, too large a compactness will generate superpixels similar to grids, and too small a compactness will make the superpixels too sharp to form enough meaningful neighborhoods, both of which undermine the performance of the proposed regional co-occurrence descriptors.

E. Additivity to the State-of-the-Art Methods

To further evaluate the performance of the proposed method in handling fine-grained dataset and large and complex dataset, we use three more datasets for evaluation.

Pascal’12: The PASCAL VOC Challenge 2012 [65] dataset contains 28,952 images of 20 different object categories. Each image is provided with bounding boxes indicating one or more...
objects within it. The data has been split into 50% for training/validation and 50% for testing. The distributions of images and objects by class are approximately equal across the training/validation and testing sets.

**Birds200:** The Caltech-UCSD Birds 200-2011 [66] consists of 11,788 bird images which are from 200 breeds. There are about 50% images used for training and the remain for test. The training and test samples have been specified by the usage protocol along with the dataset. We use the foreground mask provided by the dataset for regional co-occurrence feature extraction, and the subimage cropped by the minimum bounding rectangle of the mask for neural-network-based feature learning.

**Cats&Dogs:** The Cats&Dogs dataset [67] is a collection of 7,349 images of cats and dogs of 37 different breeds, where 25 are dogs and 12 are cats. Images are divided into training, validation, and test sets, in a similar manner to the PASCAL VOC data. The dataset contains about 200 images for each breed.

Sample images from the above three datasets are shown in Fig. 11, and the information of all eight datasets used in our experiments has been summarized in Table III. To be mentioned, the Birds200 and Cats&Dogs are fine-grained image datasets. Besides running the proposed regional co-occurrence descriptors, we also run two state-of-the-art methods AlexNet [30] and GoogLeNet [68] on the Pascal’12, Birds200 and Cats&Dogs. The AlexNet and GoogLeNet are two implementations of the deep convolutional neural network (DCNN). For both of them, we use the models pre-trained on the ImageNet dataset in two strategies. In strategy one, an image from a target dataset is input into the model, and the output of the last full-connection layer, i.e., the layer before the prediction layer, is taken as image features. In strategy two, the pre-trained model is firstly fine-tuned on the target dataset, and then feature extraction is conducted using the strategy one. Features generated from the former are named as AlexNet<sub>fc</sub> and GoogLeNet<sub>fc</sub>, while the features from
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![Fig. 10. Performance under different partitioning strategies. (a) and (b) show the results of RSC using square-grid segmentation and superpixel segmentation on Flowers102 and ArtMv6, respectively. (c) shows the results of RCC on Flowers102 using superpixels under different compactness values. (d) shows superpixels with compactness of 0, 5, 10, 20, 100, and 1000, respectively.](image)

![Fig. 11. Samples images from three more datasets.](image)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of images</th>
<th>Foreground</th>
<th>Image size</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flowers102</td>
<td>8189</td>
<td>mask</td>
<td>origin</td>
<td>102</td>
</tr>
<tr>
<td>PFID61</td>
<td>1098</td>
<td>rectangle</td>
<td>origin</td>
<td>61</td>
</tr>
<tr>
<td>ArtMv6</td>
<td>3185</td>
<td>-</td>
<td>256</td>
<td>6</td>
</tr>
<tr>
<td>PT-91</td>
<td>4266</td>
<td>-</td>
<td>300</td>
<td>91</td>
</tr>
<tr>
<td>DH660</td>
<td>660</td>
<td>-</td>
<td>origin</td>
<td>3</td>
</tr>
<tr>
<td>Pascal’12</td>
<td>28952</td>
<td>rectangle</td>
<td>256</td>
<td>20</td>
</tr>
<tr>
<td>Birds200</td>
<td>11788</td>
<td>mask</td>
<td>256</td>
<td>200</td>
</tr>
<tr>
<td>Cats&amp;Dogs</td>
<td>7349</td>
<td>-</td>
<td>500</td>
<td>37</td>
</tr>
</tbody>
</table>

*Note: the image size refers to the wider side of the image.*
the later are named as AlexNet$_{f1}$ and GoogLeNet$_{f1}$. To test the additivity of the proposed RCC and RSC features, we combine them with the DCNN features for classification. The results are shown in Table IV. It can be seen from Table IV that, comparing with CN11 (using BoW with 500 codes), the RCC, i.e., the regional CN11 co-occurrence descriptor (using RC with 128 codes), achieves an improvement of about 10%, 10% and 5% in classification accuracy on the three datasets, respectively. It indicates that the proposed regional co-occurrence framework is very effective in encoding the local color features. The performance of ['RCC+RSC'] is uniformly higher than that of ‘RCC+RSC’ on the three datasets. It is because that the co-occurrence factorization in ['RCC+RSC'] has successfully improved the discriminative power. From Table IV we can also see, DCNN obtain good results and the fine-tuned features outperform the direct full-connection features produced by the model pre-trained on ImageNet. When combining the proposed features with AlexNet or GoogLeNet, improved results are obtained, e.g., ‘GoogLeNet$_{f1}$+[RCC+RSC]’ outperforms ‘GoogLeNet$_{f1}$’ by 1.64%, 1.52% and 1.39% on the three datasets, respectively, which indicates a good additivity property of the proposed method.

It is worth noting that, in the experiments RCC and RSC features are later fused with DCNN features by a concatenation operation. As the same in RCC and RSC, the fused features are trained and tested by a multi-class SVM equipped with a linear kernel. The Caffe toolkit [69] is employed to fine-tune the DCNN models, where two blocks of GTX TITAN-X-12G GPU are used. In DCNN fine-tuning, it takes about 2.5 hours for AlexNet and 5 hours for GoogLeNet with a task of 50,000 iterations. In regional co-occurrence feature factorization, it takes about 2 hours for a parallel-implemented SVD to decompose a matrix constructed by 200,000 sampled co-occurrence features on a 2.4 GHz CPU with 6 cores.

### VI. Conclusion

In this work, a regional co-occurrence framework was proposed to describe local pattern collocations for image and object categorizations. With this framework, a range of regional co-occurrence descriptors were developed. In addition, a factorization-based method was proposed to fuse different types of features and build pattern collocations in multiple feature spaces. With the multi-feature based patterns, pattern collocations between neighboring regions can be constructed by computing a co-occurrence matrix at each local region. In the experiments, five datasets of real objects and three datasets of art paintings were used for performance evaluation. Results from visual and quantitative comparisons demonstrated the effectiveness and robustness of the proposed framework. Comparison results also showed that the matrix factorization had effectively contributed to the improvement of discriminative power, and the proposed regional co-occurrence descriptors were highly additive to the state-of-the-art methods such as IFV and DCNN.
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**TABLE IV**

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Pascal’12</th>
<th>Birds200</th>
<th>Cats&amp;DoGs</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN11</td>
<td>13.59</td>
<td>7.57</td>
<td>10.38</td>
</tr>
<tr>
<td>RCC</td>
<td>23.34</td>
<td>17.93</td>
<td>15.83</td>
</tr>
<tr>
<td>RSC</td>
<td>41.52</td>
<td>14.56</td>
<td>25.70</td>
</tr>
<tr>
<td>RSC+RCC</td>
<td>46.57</td>
<td>24.94</td>
<td>26.07</td>
</tr>
<tr>
<td>[RSC+RCC]</td>
<td>47.25</td>
<td>27.41</td>
<td>27.57</td>
</tr>
<tr>
<td>IFV</td>
<td>55.37</td>
<td>40.66</td>
<td>46.15</td>
</tr>
<tr>
<td>IFV+RCC</td>
<td>59.06</td>
<td>46.93</td>
<td>49.00</td>
</tr>
<tr>
<td>AlexNet$_{f1}$</td>
<td>71.71</td>
<td>54.25</td>
<td>77.18</td>
</tr>
<tr>
<td>AlexNet$_{f1}$+RCC</td>
<td>72.19</td>
<td>54.93</td>
<td>77.69</td>
</tr>
<tr>
<td>AlexNet$_{f1}$</td>
<td>72.99</td>
<td>55.94</td>
<td>78.76</td>
</tr>
<tr>
<td>AlexNet$_{f1}$+RCC</td>
<td>73.46</td>
<td>56.58</td>
<td>79.16</td>
</tr>
<tr>
<td>GoogLeNet$_{f1}$</td>
<td>76.98</td>
<td>66.32</td>
<td>84.39</td>
</tr>
<tr>
<td>GoogLeNet$_{f1}$+RCC</td>
<td>77.81</td>
<td>66.94</td>
<td>85.04</td>
</tr>
<tr>
<td>GoogLeNet$_{f1}$</td>
<td>79.81</td>
<td>77.03</td>
<td>88.20</td>
</tr>
<tr>
<td>GoogLeNet$_{f1}$+RCC</td>
<td>80.34</td>
<td>77.48</td>
<td>88.94</td>
</tr>
<tr>
<td>AlexNet$_{f1}$+RSC+RCC</td>
<td>73.80</td>
<td>57.31</td>
<td>79.37</td>
</tr>
<tr>
<td>AlexNet$_{f1}$+[RSC+RCC]</td>
<td>74.50</td>
<td>58.13</td>
<td>79.71</td>
</tr>
<tr>
<td>GoogLeNet$_{f1}$+RSC+RCC</td>
<td>81.02</td>
<td>78.05</td>
<td>89.33</td>
</tr>
<tr>
<td>GoogLeNet$_{f1}$+[RSC+RCC]</td>
<td>81.45</td>
<td>78.55</td>
<td>89.59</td>
</tr>
</tbody>
</table>
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