ABSTRACT

Traditional color feature descriptors are focused on color-value distributions in the color space, e.g., color histograms, color bag-of-words, which ignore the spatial location and contextual information of different colors. In this paper, a new regional color co-occurrence feature descriptor (RCC) is proposed to reflect spatial relations of colors in an image. First, we partition an image into a number of disjoint regions using superpixel techniques. Then, we construct a color histogram for each region, based on which we construct a color co-occurrence matrix for each pair of neighboring regions. Finally, all the constructed co-occurrence matrices from an image are summed up and normalized as a color descriptor to represent this image. This new color descriptor reflects the color-collocation patterns in the image. We use this new color descriptor for image/object classification and find that it leads to higher classification accuracies than other competing color descriptors.
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1. INTRODUCTION

As in human vision, color plays a critical role in many computer-vision applications, such as image classification, scene recognition and object detection [1, 2, 3, 4, 5]. Typically, we need to first represent the color features of an image by a fixed-dimensional color descriptor and then feed this descriptor into a classifier that is trained for a specific vision application. The most widely used color descriptor is color histogram, which reflects the frequency of each color value in the image. By ignoring the spatial location and contextual information of the colors [6], color-histogram based descriptors may not be sufficiently discriminative for accurate image/object classification.

In practice, by considering the contextual information, the color collocation pattern can be taken as a more discriminative feature for object/image classification. For example, pandas’ fur contains collocated black and white regions, sunflowers bloom into yellow petals around a brown core, etc. In this paper we analyze the collocation pattern of the colors in an image and develop an algorithm to quantize such pattern into a color descriptor.

Most closely related to our work is the color-occurrence descriptor developed in [7, 8], where color occurrence is derived for each pair of adjacent pixels in an image and the resulting color-occurrence descriptor is used for sliding-window based object detection. Pixel-level color-occurrence analysis is sensitive to image noise and only capture the collocation pattern in the finest scale (pixel level). In this paper, we perform color and color-occurrence analysis on a smaller set of superpixel regions, instead of individual pixels. This not only improves the robustness against the image noise but also captures the color collocation pattern in a higher scale. In the experiments, we justify this point by taking [7, 8] into comparison.

The remainder of this paper is organized as follows. Section 2 briefly reviews the related work. Section 3 introduces a framework for analyzing the regional feature co-occurrence. In this framework, Section 4 describes in detail the proposed regional color co-occurrence descriptor. Section 5 reports the experiment results, followed by a brief conclusion in Section 6.

2. RELATED WORK

Color descriptors In the past two decades, a number of color descriptors have been proposed in the context of image classification and object detection. Most of them are patch-based local color descriptors [9, 10, 11, 12], which are often used in bag-of-visual-words (BoVW) approaches for image representation. In [9], two popular local color descriptors, op-
ponent histogram [2] and hue histogram, are proposed and experiments show that these two local color descriptor are insensitive to photometric changes and image quality variation. Based on the progress in linguistics, a new patch-based color descriptor, called Color Names, was proposed in [10]. In [11], a learning-based method is applied to partition the color space into eleven regions, each of which is associated to a basic color name in English language. For each image patch, the color descriptor is defined by the occurrence of each color name in this patch. Color Names was reported to have good photometric invariance in image classification tasks [13, 14]. To seek a balance between the photometric invariance and the discriminative power, Khan et al [12] improved Color Names by using an information-theory based approach to partition the color space. This resulted in a more discriminative color descriptor.

Color co-occurrence descriptor Color co-occurrence descriptors have been studied in [7, 8, 15]. In [8], a color co-occurrence histogram, called Color Correlograms, was computed and applied to image indexing. In [7], color co-occurrence histogram was applied to object detection, by examining the color descriptors in each sliding window. In [15], color co-occurrence histogram was combined with other feature co-occurrence histograms, e.g., CoHoG and CoHED, for an improved image classification performance. As mentioned earlier, these color co-occurrence histograms are pixels based. In this paper, we perform color and color-occurrence analysis on superpixel regions, instead of individual pixels and the proposed color co-occurrence descriptor can capture the color collocation pattern in a much higher scale.

3. A FRAMEWORK FOR REGIONAL FEATURE CO-OCCURRENCE DESCRIPTION

In this section, we introduce the general framework for regional feature co-occurrence description, where region-based features in different regions are analyzed and related based on the region adjacency. In the next section, we will use this framework to develop the proposed color co-occurrence descriptor.

Let \( Z = \{z_0|a = 1, 2, ..., n\} \) be a set of \( n \) regions, where \( \forall (a, b), a \neq b, z_a \cap z_b = \emptyset \). Let \( Q = \{q_i|i = 1, 2, ..., N\} \) be the set of \( N \) possible feature values. For each region \( z_a \), we compute the frequency of every feature value and construct a feature histogram \( H^a \), \( a = 1, 2, ..., n \), i.e.,

\[ H^a = (H^a_1, H^a_2, ..., H^a_N), \]

where \( H^a_q \) is the number of occurrence of feature value \( q_i \) in the region \( z_a \).

In this paper, we define the (normalized) feature co-occurrence matrix between region \( z_a \) and \( z_b \) as

\[ \Psi^{a,b} = \text{Norm}\{(H^a)^T \cdot H^b\}, \]

where \( \text{Norm}\{\} \) denotes an \( L_1 \) normalization to a \( N \times N \) matrix such that the summation of the all the matrix element is one. From this definition, the \( ij \)-th element in matrix \( \Psi^{a,b} \) is product of the frequency of \( q_i \) in region \( z_a \) and the frequency of \( q_j \) in region \( z_b \). This product reflects the co-occurrence of feature value \( q_i \) in region \( z_a \) and \( q_j \) in region \( z_b \).

4. RCC: REGIONAL COLOR CO-OCCURRENCE DESCRIPTOR

In this section, we propose a new regional color co-occurrence descriptor (RCC) by following the framework introduced in Section 3. As detailed below, the computation of RCC from an image is made up of three main steps, i.e., region partitioning, color codebook construction, and regional color co-occurrence matrix calculation.

4.1. Region Partitioning

To compute the regional color co-occurrence matrix for an image, we first partition the image into a number of regions. For better color co-occurrence description, neighboring pixels that are similar in color and homogenous in appearance are desired to be grouped into a same region after the partitioning. In this paper, we use SLIC, a superpixel technique [16] for region partitioning, as it can generate similar-size homogeneous-appearance regions.

4.2. Color Codebook Construction

The goal of construct a color codebook is to limit the number of possible feature values, which are the representative color values in this work. To seek a balance between discriminativeness and generalizability, we construct the color codebook by the following two steps. First, we collect candidate colors from a collection of images, by taking the average color of each superpixel region as a candidate color. Second, we apply the \( k \)-means clustering to the candidate colors, and produce color codes. Specifically, the \( k \)-means is initialized with \( \text{numCluster} \) centers. \( k \)-means clustering will group similar color candidate into one same cluster, and thus makes the cluster centers be more representative than the color candidates.

4.3. Regional Color Co-occurrence Matrix Calculation

The color codebook provides to represent the image compactly. Based on the color codebook, we can calculate the regional color co-occurrence matrix for each image. There are mainly four steps, as listed below.

- \textbf{colorMapping} Colors in the original image are mapped into color values in the color codebook. For each pixel, it is assigned a color value in the color codebook that is closest to its original color value, where Euclid distance
is the measuring metric. In the section of experiment, we will study how the size of the codebook influence the final performance.

- **colorRegionHist** With the color image produced by colorMapping, a color histogram is constructed for each superpixel region. This can be simply achieved by counting the occurrence of each color code. The dimension of the histogram is equal to the size of the color codebook.

- **searchNeighbors** This is to get the neighboring regions of each superpixel region. In this step, two regions sharing a part of their boundaries are counted as neighboring regions to each other.

- **calcRCCMatrix** For each two neighboring superpixel regions, the regional color co-occurrence matrix is calculated by using Eq. 2.

For an image $I$, an RCC matrix $\Psi_I$ can be produced through the above steps. To further enhance the generalization power, we make it a symmetric matrix and take its upper triangle matrix as the final RCC matrix, as illustrated by Eq. 3,

$$\hat{\Psi}_I = \text{Triu}(\Psi_I^T + \Psi_I).$$

where $\text{Triu}()$ denotes taking the upper triangle of the matrix. The final RCC matrix $\hat{\Psi}_I$ is taken as the final RCC descriptor for image representation. Note that, $\hat{\Psi}_I$ holds a dimension of $\frac{N(N+1)}{2}$, where $N$ denotes the size of the color codebook.

5. EXPERIMENTS AND RESULTS

5.1. Datasets

The proposed RCC descriptor$^1$ is evaluated on five diverse datasets: Flowers102 [17], Birds200 [18], Pascal’07 [19], Dogs120 [20], and PFID61 [21].

**Flowers102** The Oxford Flowers 102 dataset contains 8189 images of 102 flower categories. It has been proved that foreground masks can boost the classification performance [22, 23]. To focus on color feature description, similar to [24], we apply Grabcut [25] to produce foreground masks. In the experiments, 20 images each category are randomly selected for training and the rest for testing. The procedure is repeated 30 times and the results are averaged.

**Birds200** The Caltech-UCSD Birds 200-2010 [18] consists of 6033 bird images which are from 200 kinds of birds. The training and testing samples have been fixed by the dataset. We use the coarse foreground provided by the dataset for color feature extraction.

**Pascal’07** The PASCAL VOC Challenge 2007 [19] dataset contains 9963 images of 20 different object categories. Each image is provided bounding boxes indicating one or more objects within the image. The dataset is divided into a predefined training set (5011 images) and testing set (4952 images).

**Dogs120** The Stanford Dogs dataset [20] contains 120 dog species and 20580 images, where bounding boxes are provided. There are 100 images per class for training and about 80 images for testing. We use fixed training and testing samples which have been specified along the dataset.

**PFID61** The Pittsburgh Food Image Dataset [21] contains 1098 fast-food images from 61 food categories, with masked foreground. The experimental protocol in [26, 27] is used.

5.2. The effectiveness of RCC

To demonstrate the effectiveness of the proposed RCC for image/object classification, we compare RCC with other state-of-the-art color descriptors, using only the color information. Exactly, five different color descriptors are considered for comparison, i.e., normalized RGB (rg histogram) [28], hue histogram (HH) [9], Color Names (CN) [11], the discriminative color descriptor (DD) [12], and the color co-occurrence descriptor (CC) [7, 8]. We evaluate the CC and the proposed RCC with three settings, namely using 11, 25, and 128 color codes, and non-linear SVM using the $\chi^2$ kernel for classification. Results are obtained with a specialized version of each color descriptors. Table 1 shows the performance of each color descriptor on three datasets, in terms of classification accuracy (or mean average precision for Pascal’07). Note that, we directly use results reported in [12] for the first four competing color descriptors. As can be seen from Table 1, for the case of 11 color codes, RCC achieves higher results on Pascal’07 and Birds200, but has slightly lower results than DD(11) on Flowers102. For the case of 25 color codes, RCC outperforms all the other descriptors, with largely improved results. Exactly, RCC gets a further improved performance at a color-codes number of 128, that are 53.3, 16.9, and 25.9 on

### Table 1. Image classification performances using only color descriptors.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Flowers102</th>
<th>Birds200</th>
<th>Pascal’07</th>
</tr>
</thead>
<tbody>
<tr>
<td>rg</td>
<td>38.6</td>
<td>4.3</td>
<td>10.6</td>
</tr>
<tr>
<td>HH</td>
<td>32.8</td>
<td>3.5</td>
<td>10.1</td>
</tr>
<tr>
<td>CN</td>
<td>40.2</td>
<td>7.7</td>
<td>11.6</td>
</tr>
<tr>
<td>DD(11)</td>
<td>43.7</td>
<td>8.0</td>
<td>12.2</td>
</tr>
<tr>
<td>DD(25)</td>
<td>47.0</td>
<td>8.7</td>
<td>12.6</td>
</tr>
<tr>
<td>CC(11)</td>
<td>41.4</td>
<td>6.0</td>
<td>13.5</td>
</tr>
<tr>
<td>CC(25)</td>
<td>47.6</td>
<td>11.3</td>
<td>16.9</td>
</tr>
<tr>
<td>RCC(11)</td>
<td>42.5</td>
<td>8.4</td>
<td>17.5</td>
</tr>
<tr>
<td>RCC(25)</td>
<td>50.7</td>
<td>12.5</td>
<td>19.7</td>
</tr>
</tbody>
</table>

$^1$Codes are available at https://sites.google.com/site/qinzoucn/documents
the three datasets, respectively.

5.3. The universality of RCC

There are two kinds of sources that color codes can be drawn from, one is from a specific dataset, and the other is from one/more universal datasets. In the former, color codes are specified as specialized color codes, which are only used for the specific dataset where they are from. While in the later, color codes are specified as universal color codes, which can be used for any other dataset. Proper universal color codes would bring a great convenience, and thus universality is a desired property [29].

We make comparisons to RCC using specialized color codes and universal color codes on the above four datasets. For RCC(25), RCC(50) and RCC(128), universal color codes are produced on the Pascal’07 dataset with the color codebook construction approach as presented in Section 4.2. Since Pascal’07 provides the source images, we keep it out from evaluation. The region size for superpixel segmentation in RCC is kept constant as 100, for all datasets. In the classification step, a same non-linear SVM using $\chi^2$ kernel is applied to all descriptors. It can be seen from Fig. 1, for each dataset and each descriptor, the performance using specialized color codes is slightly higher than that using universal color codes. The difference in performance becomes smaller when the number of the color codes increases from 25 to 128. It can be observed that, at a color-codes number of 128, the performances of RCC using universal color codes are very close to that using specialized color codes, which indicates a good universality property of RCC.

5.4. The additivity of RCC

We evaluate the additivity of the proposed RCC by combining it with shape description in image classification. For shape, we apply multi-scale dense SIFT for shape feature description, and Fisher Vector (FV) [30] as the coding strategy. The FV is equipped with 256 Gaussian models, and the feature is reduced to 70 dimension by PCA. For RCC, we extract universal color codes from the Pascal’07 dataset, with 25, 50, and 128 codes, respectively. Table 2 gives results for each dataset. We can see, for each dataset, improvement can be gained by combining RCC with shape descriptor, which demonstrates a good additivity property of RCC.

6. CONCLUSION

In this paper, we developed a new regional color co-occurrence descriptor (RCC) and used it to image and object classification. By modeling the color distribution within each superpixel region and the color co-distribution between each pair of neighboring superpixel regions, RCC reflects the color collocation patterns of an image in a large scale. By quantizing the image color into a reasonable-size codebook, RCC can gain a balance between the discriminativeness and the generalizability. We conducted experiments on five popular benchmark datasets and found that the proposed RCC leads to higher image classification accuracies than other state-of-the-art color descriptors. Experiments also showed that RCC can be combined with shape descriptors to boost the accuracy of image classification. By constructing codebook on one benchmark and testing on different benchmarks, we also found that the proposed RCC shows excellent universality.
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