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A B S T R A C T

Existing works show that shadow removal tasks can benefit from the physical illumination model on the
formation of shadows. Inspired by prior works that recover the intrinsic characteristics by decomposing an
image for its reflectance and illumination components, we study a variant of shadow illumination model that
can better reflect the complexity in the real world — in this model, shadow-free pixels can be expressed by
a translation formed of reflectance and illumination components. Based on the new illumination model, we
develop a new LR-ShadowNet, which contains two sub-nets for estimating the illumination and reflectance
components, respectively, and one sub-net for refining the shadow-removal result. Besides, several mask
guidance module are incorporated into LR-ShadowNet for guiding components estimation and result refinement
based on shadow region information. The whole network is trained in an end-to-end fashion guided by the
shadow masks. Extensive experiments on the ISTD dataset and SBU-Timelapse dataset show that the proposed
LR-ShadowNet achieves competitive performance with less computational cost and strong generalisation
ability.
1. Introduction

Caused by the direct light on an object, shadows are a very common
phenomenon in natural images and can introduce additional complex-
ity and difficulty to many computer vision tasks [1–8]. To relieve this
issue, many shadow-removal approaches have been developed in the
past decades, aiming to transfer the shadow regions in an image to its
non-shadow version [9–20].

Traditional methods [11,21–24] remove shadows based on the
physical shadow models which represent a scene in terms of intrinsic
characteristics. Recently, deep learning algorithms have shown re-
markable performance on shadow removal by training on large-scale
datasets [12–14,20]. However, most of them learn the transformation
from a shadow image to its corresponding shadow-free image without
considering the actual physical properties of shadows, leading to blurry
textures and artefacts in the shadow-removal results.

To address this problem, the idea of image decomposition has
recently been incorporated into shadow removal based on the illumi-
nation model [16,25] — a shadow image can be decomposed to a
shadow-free image, shadow and a shadow density matte, while the
shadow and the shadow density matte are estimated by deep neural
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networks. Based on a simplified illumination model, it is assumed that
the colour transform from shadow to shadow free is affine and all
shadow pixels in the umbra share the same set of components.

However, this simplified model does not consider the complicated
illumination in real world, preventing the network from producing
more accurate shadow removal. More specifically, illumination in a
real scene can come from direct sunlight, diffuse skylight, and light
reflected by other objects [26]. There is no guarantee that camera can
record an ideal umbra shadow — shadow is formed by lacking direct
illumination and a portion of the ambient illumination, and these two
types of illumination are heterogeneous in natural scenes. To address
this problem, in this paper we propose to estimate components for each
pixel separately to produce more realistic shadow-free images.

In particular, we present a new version of shadow illumination
model for achieving pixel-level transformation from shadow data to
shadow-free data. This is achieved by estimating illumination and
reflectance components, and assuming the intensity transform between
shadow and shadow-free pixels is a translation formed of these two
components in Lab colour space, as illustrated in Fig. 1. Based on the
accurate and intrinsic-related (illumination and reflectance) shadow
illumination model, a more realistic intensity transform is established,
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Fig. 1. An illustration of our basic idea of shadow removal via a novel version of
hadow formation model. Given a shadow image 𝐼 shadow and its shadow mask 𝑀 , we

express the shadow-free image and reflectance components 𝐑 in Lab colour space. 𝐋
and 𝐑 are predicted via two sub-nets  and  respectively, constrained by the physical
properties of shadows.

and it is no longer necessary to assume that the umbra shadow is
uniformly cast. Accordingly, we propose a novel LR-ShadowNet that
consists of three sub-nets for the purpose of components estimation
and result refinement. Specifically, given a shadow image and its
shadow mask, two sub-nets are employed to estimate components of
illumination and reflectance for shadow removal, respectively. And a
third sub-net is included for refining shadow-removal results since the
shadow illumination model may not always be rigorous in some special
cases.

In addition, previous shadow removal methods [16,18,20,25] direct
concatenate the image and mask as the input for shadow removal, and
their performance depends on the quality of shadow masks because the
shadow mask are not always exactly aligned with the shadow image.
To alleviate this problem, we regard the shadow mask as a region prior
and embed the mask at the feature level rather than the input level via
several Mask Guidance Modules (MGM). Each MGM consists of three
spatial feature transform blocks [27] conditioned on the shadow mask
and are incorporated into the three sub-nets of our framework.

We evaluate the proposed shadow illumination model and shadow-
removal method by training and testing on the ISTD dataset and
show the generalisation ability of the trained model on the SBU-
Timelapse dataset. Above all, the main contributions of this work can
be summarised as:

• We present a new version of shadow illumination model for
shadow removal, which accurately describes each shadow-free
pixel by a translation model involving the illumination compo-
nents, reflectance components, and the corresponding shadow
pixel.

• We develop LR-ShadowNet, a novel supervised shadow removal
network based on the proposed shadow illumination model, that
consists of three sub-nets for illumination and reflectance com-
ponents estimation and result refinement, respectively, together
with new Mask Guidance Modules (MGM) for better utilising the
shadow mask.

• Extensive experiments on two widely-used shadow removal
datasets, ISTD and SBU-Timelapse, demonstrate that the pro-
posed LR-ShadowNet achieves competitive performance with less
computational cost.

2. Related work

2.1. Shadow illumination model

Our method is based on the image formation model proposed
in [28] where the illumination of a shadow-free pixel is a combination
of the diffuse and point-source illumination, and the intensity of the
2

shadow-free pixel is represented by a sum of the illumination and
reflectance components. A line of works based on this model have been
proposed for shadow removal. In [22], a sequence of images is de-
composed into a time-varying reflectance image and its corresponding
illumination images, with which the shadow effects can be eliminated.
In [23], an affine illumination model for shadow removal is developed
by expressing each shadow-free pixel as an affine transformation to the
shadow pixel with the estimation of four unknown components. This
affine illumination model has been further extended [24] by consid-
ering the reflectance variation, with which an adaptive illumination
transfer approach is proposed for shadow removal. In [11], a simpli-
fied version of the affine illumination model for shadow removal is
proposed by expressing each shadow-free pixel in terms of direct light,
environment light, and surface reflectance of the pixel. Based on the
affine illumination model [23], Le & Samaras [25] developed a deep-
learning based approach to produce shadow-free images. Different from
these works, in this paper we consider the intrinsic components of the
image and use a translation illumination model on all the decomposed
components for improving shadow-removal performance.

2.2. Deep-learning-based shadow removal

Deep-learning-based methods trained on large-scale datasets sig-
nificantly boost the performance of shadow removal [13–15,25,29,
30]. Many of them train their networks using paired shadow and
shadow-free data. Wang et al. [13] proposed a stacked conditional
generative adversarial network to jointly detect and remove shadows.
Hu et al. [14] developed a direction-aware spatial context method
by considering the direction information of shadows for improving
shadow-removal performance. Le & Samaras [25] proposed a shadow
removal network based on a shadow image decomposition model for
helping estimate the shadow-free images, and later the network is
improved by adding an inpainting network to refine the shadow-
removal results [20]. Cun et al. [15] developed a dual hierarchical
aggregation network and shadow matting GAN for shadow detection
and removal, which can produce high-quality ghost-free images with
the help of synthesised masks or scenes. Fu et al. [29] proposed an
auto-exposure fusion network, which treats the shadow removal as
an exposure fusion problem and automatically selects proper pixels
from multiple over-exposure images to form the final output. [30] pro-
posed a novel depth-aware shadow removal method, which estimates
depth information from RGB images and leverages the depth feature as
guidance to enhance shadow removal and refinement.

Due to the difficulty of constructing paired shadow and shadow-
free data, recent works [17,31] also tried to train a deep network on
unpaired data. Hu et al. [31] proposed Mask-ShadowGAN based on
CycleGAN [32] to learn the mapping between the shadow-free domain
and the shadow domain. Liu et al. [17] improved Mask-ShadowGAN
by introducing lightness features to guide the learning for shadow
removal. Another line of works trains the deep network without using
shadow-free images [16,18,25,33]. Le & Samaras [16] constructed un-
paired data in form of patches cropped from the shadow images based
on shadow masks to train a weakly-supervised shadow removal model.
Liu et al. [18] developed a shadow generation model to construct
paired data using only shadow images and the corresponding shadow
masks. [33] introduced a new unsupervised single-image shadow re-
moval network DC-ShadowNet, which is guided by a domain classifier
to focus on shadow regions. As mentioned earlier, in [16,25], a simpli-
fied physical shadow illumination model was incorporated into deep
networks to help recover shadow-free images. In this paper, we con-
tinue along this line by proposing a novel shadow illumination model
that can better reflect the complexity in real world and incorporating
this model into deep neural networks for improving shadow-removal
performance.
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Fig. 2. Left: The network architecture of the proposed LR-ShadowNet. It takes as input a shadow image and the corresponding shadow mask, and finally produces the shadow-
removal result. The training of the network involves one sub-net  for illumination components estimation, one sub-net  for reflectance components estimation, one sub-net 
for result refinement, and four types of loss functions. Right: The backbone of 1, 1, and  with Mask Guidance Modules (MGM), where ‘s = 2’ in ‘Conv. Layer’ represents the
stride of convolution is 2.
2.3. Intrinsic image decomposition

Intrinsic image decomposition is a very classic task, and many
related studies have emerged [28,34–37]. [28], as the theoretical basis
of many shadow removal methods, mainly explained that the intensity
of the shadow-free pixel is represented by a sum of the illumination
and reflectance components, and the illumination of a shadow-free
pixel is a combination of the diffuse and point-source illumination. [34]
designed a new calculation method for sky, indirect, and sun illumina-
tion (ignoring projected shadows) by using incomplete and imprecise
geometric shapes and a small set of input images for automatically
reconstructing 3D points. In [35], the shading image is decomposed
into a direct irradiance component, an indirect irradiance component,
and a colour component, which account for different aspects of image
formation. [37] proposed to decompose the shading component into
direct (illumination) and indirect shading (ambient light and shadows)
subcomponents. From the above discussions, we can see that intrinsic
image decomposition shows powerful advantages in many tasks. Thus,
in this paper, we proposed a new version of shadow illumination model
for shadow removal. based on intrinsic image decomposition.

3. Methodology

3.1. Shadow illumination model

The seminal work about intrinsic image decomposition [28] laid
the foundation for many existing shadow models [22,23,25]. Based
on the one of the affine illumination models [23], Le & Samaras [25]
developed a deep-learning based shadow-removal approach. Therefore,
firstly revisiting the shadow illumination model proposed in [25], the
intensity of a shadow-free pixel reflected from point 𝑥 can be written
as:

𝐼 shadow-f ree
𝑥 (𝜆) = 𝐿𝑑𝑥(𝜆)𝑅𝑥(𝜆) + 𝐿

𝑎
𝑥(𝜆)𝑅𝑥(𝜆), (1)

where 𝐿𝑑𝑥 , 𝐿𝑎𝑥 and 𝑅𝑥 are the direct illumination, ambient illumination
and reflectance, respectively, and 𝜆 is the wavelength of light. In the
shadow illumination model [25], it is assumed that all direct illumina-
tion and some ambient illumination are blocked in the shadow area.
Therefore, the intensity of a shadow pixel can be written as:

𝐼 shadow𝑥 (𝜆) = 𝑎𝑥(𝜆)𝐿𝑎𝑥(𝜆)𝑅𝑥(𝜆), (2)

where 𝑎𝑥(⋅) represents the attenuation factor which indicates the re-
maining fraction of the ambient illumination that arrives at point 𝑥.
According to Eqs. (1) and (2), the intensity of a shadow-free pixel can
be expressed as a translation of the intensity of its shadow counterpart:

𝐼 shadow-f ree
𝑥 (𝜆) =

(

𝐿𝑑𝑥(𝜆) + (1 − 𝑎𝑥(𝜆))𝐿𝑎𝑥(𝜆)
)

𝑅𝑥(𝜆) + 𝐼 shadow𝑥 (𝜆). (3)
3

Following [25,38], we assume that Eq. (3) remains valid in the
colour acquisition process with cameras. However, instead of represent-
ing the affine shadow components with fixed values as in [25], we learn
the illumination and reflectance components for each pixel to construct
the shadow illumination model as:

𝐼 shadow-f ree = 𝐋 ⋅ 𝐑 + 𝐼 shadow, (4)

where 𝐋 = 𝐿𝑑𝑥(𝜆) + (1 − 𝑎𝑥(𝜆))𝐿𝑎𝑥(𝜆) and 𝐋 ∈ R𝐶×𝑊 ×𝐻 stands for the
illumination components, which can be treated as a component-wise
amplification term. Similarly, 𝐑 = 𝑅𝑥(𝜆), and 𝐑 ∈ R𝐶×𝑊 ×𝐻 stands
for the reflectance components. 𝐼 shadow ∈ R𝐶×𝑊 ×𝐻 and 𝐼 shadow-f ree ∈
R𝐶×𝑊 ×𝐻 represent shadow image and the corresponding shadow-free
image, respectively. 𝐋⋅𝐑 is the residual between the shadow image and
shadow-free image. 𝐶, 𝑊 , and 𝐻 represent the number of channels, the
width, and the height, respectively. Here, the number of channels 𝐶 is
set as 3.

3.2. Shadow removal framework

The overall architecture of the proposed LR-ShadowNet is illustrated
in Fig. 2, which contains three sub-nets for components estimation and
prediction refinement. In the following paragraphs, we illustrate the
detailed function of each sub-net, the backbone, and the mask guidance
module. It is proved that the Lab colour space is more suitable for
shadow removal tasks in [17]. Therefore, except for the illumination
components, all the components involved in the proposed shadow
illumination model (the shadow images, the shadow-free images and
the reflectance components) are in the Lab colour space.

3.2.1. Reflectance estimation sub-net
𝐑 is the reflectance components, which can be regarded as imaging

under normal illumination. To extract features related to the reflectance
and predict the reflectance components 𝐑, we train a sub-net  that
takes as input the shadow image 𝐼 shadow and its shadow mask 𝑀 and
outputs 𝐑. Here, the value range of 𝐑 to be (−1, 1) is approximately
the same as the normalised intensity range of the input shadow image.
The hyperbolic tangent function (𝑡𝑎𝑛ℎ(⋅)) is applied at the end of  to
control the output range of the reflectance components 𝐑.

3.2.2. Illumination estimation sub-net
The illumination components 𝐋, are related to the missing illumina-

tion in the shadow region, which can be inferred from the illumination
in the non-shadow region and the shadow region of the shadow image.
𝐋 is a component-wise amplification term, which only scales the inten-
sity of each Lab channel instead of being a colour itself with potentially
negative a or b components.

The range of values of the shadow-removal result, the shadow image
and reflectance components 𝐑 are all in (−1,1). Therefore, in order to
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make Eq. (4) hold, the upper-bound of 𝐋 cannot exceed 2, otherwise the
three channel values of the output shadow-free image cannot be guar-
anteed to be in (−1,1), that is, the expected shadow-free image in the
ab colour space cannot be obtained. At the same time, the value range
f 𝐋 is set to [1, 2] in our experiments based on three considerations:
1) Restricted by the physical property of illumination, the values of 𝐋
re non-negative; (2) The value ranges of 𝐼 shadow-f ree, 𝐼 shadow, 𝐑 are all
−1, 1). According to Eq. (4), the upper-bound of 𝐋 should be at least 2;
3) The value range of 𝐋 should not be overlapped with the value range
f 𝐑, i.e., (−1, 1) — otherwise it may cause ambiguity in the estimated
llumination and reflectance components which are hard to distinguish
hen lacking supervision of ground-truth intrinsic components. When
oth 𝐋 and 𝐑 are negative, the residual between the shadow image and
hadow-free image 𝐋 ⋅𝐑 may be forced to be non-negative and flipped
o opposing colours, which is undesirable and even prohibited.

The illumination components 𝐋 lack the corresponding supervised
ignal, so it is difficult to ensure that 𝐋 does not deviate from the
riginal input shadow image. Therefore, we employ the perceptual
oss [39] to encourage the texture of the illumination components 𝐋 to
e the same as the ground-truth shadow-free image 𝐼 shadow-f ree during
raining. The perceptual loss is defined as:

perc = 𝓁2(𝜙𝐋, 𝜙𝐼shadow-f ree ), (5)

here 𝜙𝐋 and 𝜙𝐼shadow-f ree are the feature maps extracted from a pre-
rained VGG19 [40] model, which takes as input the reflectance com-
onents and the shadow-free image respectively. Since the numerical
ange of 𝐋 and 𝐼 shadow-f ree are inconsistent, so we choose the feature
aps from the final convolutional layer of VGG19 and empirically set

he weight of this loss to 0.001 to alleviate this problem.
We use a sub-net  that takes as input the shadow image 𝐼 shadow

nd its shadow mask 𝑀 to predict illumination components 𝐋. The
etwork architecture of  is the same as  except for the output range.
pecifically, the sub-net  first converts 𝐼 shadow and 𝑀 to features 𝑓,
nd then 𝐋 is obtained by

= 0.5 ⋅ 𝑡𝑎𝑛ℎ(𝑓) + 1.5, (6)

here 𝑡𝑎𝑛ℎ() maps 𝑓 to (−1, 1).

.2.3. Intermediate shadow-removal result
According to Eq. (4), we can obtain the residual of the shadow

mage and the shadow-free image by multiplying the estimated illu-
ination components 𝐋 and reflectance components 𝐑, and further

alculate the intermediate shadow-removal result 𝐼 shadow-f ree. But in
ssence, decoupling the residual into 𝐋 and 𝐑 is ill-posed. Significantly,
ur proposed method provides a heuristic solution to the shadow
emoval task. Firstly, to ensure the accuracy of the estimated residual,
per-pixel reconstruction loss between 𝐼 shadow-f ree and the ground-truth
̂shadow-f ree are computed to jointly train the above two sub-nets:

𝑟𝑒𝑐1 = 𝓁1(𝐼 shadow-f ree, 𝐼 shadow-f ree). (7)

To encourage the spatial consistency of the intermediate result
shadow-f ree, we also apply the spatial consistency loss [41] for training
he two sub-nets:

spa1 =
1
𝐾

𝐾
∑

𝑖=1

∑

𝑗∈𝜔(𝑖)

(

|(𝑌𝑖, 𝑌𝑗 )| − |(𝑉𝑖, 𝑉𝑗 )|
)2, (8)

where 𝐾 represents the number of local regions that are obtained
by dividing the given image using a 4 × 4 sliding window without
overlap. 𝜔(𝑖) denotes the four neighbouring regions (left, right, top,
bottom) centred at the region 𝑖, 𝑌 and 𝑉 are the average values of the
local region, with a region size of 4 × 4, of 𝐼 shadow-f ree and 𝐼 shadow-f ree,
espectively.

Since the shadow region and its adjacent region in the shadow re-
oval result usually differ greatly, we further employ the area loss [18]
 c

4

o train the two sub-nets, which ensures the content of 𝐼 shadow-f ree and
̂shadow-f ree to be the same in adjacent shadow areas:

area1 = 𝓁1
(

𝜓(𝑀) ⋅ 𝐼 shadow-f ree, 𝜓(𝑀) ⋅ 𝐼 shadow-f ree), (9)

here 𝜓 denotes the image dilation function with a kernel size of 𝜏.
ere, 𝜏 is set to 50 empirically. The dot operation between the dilated
ask and the input image means we only keep the losses in the region

f dilated mask.

.2.4. Result refinement sub-net
According to Eq. (4) and the estimated components, we can obtain

n intermediate shadow-removal result of the given shadow image.
owever, due to the lack of strict supervision for the illumination and

eflectance components and the limitations of the physical model [25],
here might be a deviation of components estimation, leading to inac-
urate shadow removal results. Therefore, another sub-net  is applied
o perform the result refinement by taking as input the intermediate
hadow-removal result 𝐼 shadow-f ree and shadow mask 𝑀 .

The output of  is the final shadow-removal result 𝐼 f inal. The per-
ixel loss 𝐿rec2, the spatial consistency loss 𝐿spa2, and the shadow area
oss 𝑙area2 between 𝐼 f inal and 𝐼 shadow-f ree are computed for training all the
hree sub-nets:

rec2 = 𝓁1(𝐼 f inal, 𝐼 shadow-f ree), (10)

spa2 =
1
𝐾

𝐾
∑

𝑖=1

∑

𝑗∈𝜔(𝑖)

(

|(𝑋𝑖, 𝑋𝑗 )| − |(𝑉𝑖, 𝑉𝑗 )|
)2, (11)

𝑙area2 = 𝓁1(𝜓(𝑀) ⋅ 𝐼 f inal, 𝜓(𝑀) ⋅ 𝐼 shadow-f ree), (12)

here 𝑋 is the average values of the local region of 𝐼 f inal.

.2.5. Backbone
The backbone of each proposed sub-net is based on the backbone

n [17], which consists of three convolutional layers, nine residual
locks, two deconvolutional layers, and one convolutional layer with
hyperbolic tangent function 𝑡𝑎𝑛ℎ(). The illumination and reflectance

ub-nets,  and , contain two backbones for each, as shown in the left
f Fig. 2. Taking  as an example, 1 and 2 are used for region-aware
epresentation extraction and components estimation, respectively. The
rchitecture of 1 is shown in the right of Fig. 2. It takes as input the
hadow image 𝐼 shadow and its shadow mask, and produces a region-
ware representation 𝑓 ′

. 𝑓 ′
 is then concatenated with 𝐼 shadow and fed

nto 2 for components estimation. The refinement sub-net  contains
ne backbone.

.2.6. Mask guidance module
The Mask Guidance Module (MGM) regards the shadow mask 𝑀

s a prior and performs adaptive feature extraction in the feature
pace to better utilise the shadow mask. This allows it to be less
ensitive to the accuracy of shadow masks on the shadow boundary.
pecifically, We incorporate several MGM with 𝑀 as guidance into
ach sub-net (1,1,). For each sub-net, we insert three MGM into
he first three residual blocks (in the right of Fig. 2), which is similar
o LG-ShadowNet [17] that inserts lightness guidance to the first three
esidual blocks of each sub-net. In each module, 𝑀 is first transformed
o three groups of modulation components, (𝛼1, 𝛽1), (𝛼2, 𝛽2), (𝛼3, 𝛽3), and
hen applied to the corresponding feature maps (𝐹1, 𝐹2, 𝐹3) of each
esidual block via three spatial feature modulation (SFT) blocks [27],
espectively. Each SFT block can be written as:

̂𝑖 = (𝛼𝑖 + 1) ⋅ 𝐹𝑖 + 𝛽𝑖, 𝑖 = 1, 2, 3, (13)

here 𝐹̂𝑖 represents the output feature maps of the 𝑖th residual block
nd is fed to the next residual block. The SFT block consists of two
roups of convolution, and each of them contains three convolutional
ayers with the channel number {𝐶, 2𝐶,𝐶}, respectively, where 𝐶 is
ame as the channel number of 𝐹𝑖. We choose the SFT block because it

an help the network produce realistic results [27].
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3.3. Loss function

Three sub-nets constitute the whole shadow removal framework LR-
ShadowNet which is jointly trained with the following loss function:

𝑙total = 𝑙rec1 + 𝑙rec2 + 𝑙area1 + 𝑙area2 + 𝜔1𝑙perc + 𝜔2(𝑙spa1 + 𝑙spa2), (14)

where 𝜔1 and 𝜔2 are empirically set to 0.001 and 10 in experiments,
respectively.

4. Experiments

4.1. Datasets and evaluation metrics

ISTD dataset [13,25] contains 1870 triplets of shadow, shadow-free,
and shadow mask images that are collected under various illumination
conditions and shadow shapes, where 1330 triplets are used for training
and the rest 540 for testing. The resolution of each image is 480 × 640.
Following [25], the shadow-free images in ISTD [13] are adjusted to
reduce the colour difference between the shadow image and the corre-
sponding shadow-free images. We use the BDRAR shadow detector [42]
that is trained on the SBU [43] and ISTD datasets, to obtain the shadow
masks for testing. The balance error rate between the obtained shadow
masks and the ground-truth shadow masks in ISTD is 2.4.

SBU-Timelapse dataset [20] is used for evaluating the generalisation
ability of shadow removal models. All 50 videos in this dataset are
captured at static scenes with only moving shadows. Given a threshold
of the intensity difference at each pixel location across the whole video,
pixel locations whose intensity is larger than the threshold has both the
shadow pixel and shadow-free pixel, and these pixel locations are used
for evaluation. Following the setting of [20], we use a threshold of 80
to obtain the evaluation regions. We use BDRAR [42] trained on the
SBU dataset to generate the shadow mask.

Evaluation metrics. For all experiments, we use the Mean Absolute
Error (MAE), Peak Signal-to-Noise Ratio (PSNR), and Structural Sim-
ilarity (SSIM) as the evaluation metrics. The MAE is widely used in
previous shadow removal methods as an evaluation metric [13,31],
which computes the mean absolute error between the shadow-removal
results and the shadow-free images in the Lab colour space for which
the lower the better. PSNR and SSIM scores are the higher the better.
All the images are resized to 256 × 256 for evaluation.

4.2. Implementation details

The proposed LR-ShadowNet is implemented using PyTorch and
trained with a single NVIDIA GeForce GTX 2080ti GPU. The initial
weights of the three sub-nets are based on Gaussian distribution with a
mean of 0 and a standard deviation of 0.02. They are jointly optimised
using Adam with the first and the second momentum setting to 0.5 and
0.999, respectively and a batch size of 1. The whole model is trained
for 100 epochs in total with an initial learning rate of 2 × 10−4 for the
first 50 epochs which is decayed linearly to 0 for the rest 50 epochs. For
data augmentation, we perform random flipping and random cropping
with a crop size of 400 × 400. In total, In total, it takes about 15 h to
train the whole model and 9 min to test on the adjusted ISTD.

4.3. Ablation study

Shadow illumination model. To verify the effectiveness of the
presented shadow illumination model in LR-ShadowNet, we try two
variants based on two different physical illumination models: (1) the
linear formation of shadow illumination model used in [23,25]:
shadow-f ree shadow
𝐼 = 𝐰𝐼 + 𝐛, (15)

5

Table 1
Ablation study to verify the effectiveness of the proposed shadow illumination model
on the testing set of the adjusted ISTD using all three evaluation metrics. MAE is
computed following the way of [20]. Hereafter, ‘Shadow Region’ and ‘All’ indicate the
evaluations in the shadow region and over the whole image, respectively.

Model Shadow Region All

MAE PSNR SSIM MAE PSNR SSIM

Input Image 39.0 20.83 0.927 8.4 20.46 0.894
Eq. (15) 8.2 33.96 0.987 4.0 30.41 0.956
Eq. (16) 6.3 37.01 0.989 3.4 32.92 0.962
LR-ShadowNet 5.9 37.45 0.990 3.3 33.00 0.963

Table 2
Quantitative results of the proposed model trained with different value ranges of L on
the testing set of adjusted ISTD.

Value range Shadow Region All

MAE PSNR SSIM MAE PSNR SSIM

(−1, 1) 6.7 36.13 0.989 3.5 32.18 0.961
(0, 2) 6.3 37.03 0.989 3.3 32.91 0.963
(1, 2) 5.9 37.45 0.990 3.3 33.00 0.963
(1, 5) 6.4 36.99 0.990 3.4 32.80 0.962

where 𝐰 and 𝐛 are pixel-wise parameters; and (2) a simpler version of
our illumination model:

𝐼 shadow-f ree = 𝐓 + 𝐼 shadow, (16)

where 𝐓 represents the compensation values for transforming shadow
pixels to shadow-free pixels. We use one sub-net that has the same
architecture as the  to estimate each of these components. The results
are summarised in Table 1.

The result in the first row serves as a reference by directly taking the
original shadow images for evaluation. Compared with this reference,
all variants of our method can effectively remove shadows and sig-
nificantly improve the performance in three metrics. From the second
row, we observe that the first variant based on the affine illumination
model (row 2, Eq. (15)) is inferior to the other two variants based
on translation illumination models (rows 3 and 4), in both of which
𝐼 shadow has no pixel-wise multiplicative term. The results show the
advantage of the translation illumination model over the affine one.
Furthermore, we also find that the variant that learns two separate
intrinsic components is superior to the variant that directly learns the
whole translation term.

Value range of 𝐋. Next, we conduct ablation studies to justify the
effectiveness of the predetermined value range of 𝐋 on the testing set
of adjusted ISTD. Quantitative results are shown in Table 2. It can be
seen that setting the value range to be the same as the normalised
image, (−1, 1), achieves the worst results. This verifies the necessity of
the non-negative range for 𝐋. Results of ranges (0, 2) and (1, 2) show that
separating the value ranges of 𝐋 and 𝐑 is effective. Results in the last
row demonstrate that the value range of 𝐋 should have an appropriate
upper bound for obtaining the best performance.

Mask guidance module. We study the impact of the shadow mask
and the mask guidance modules used in LR-ShadowNet, and report
the quantitative results of the following variants on the testing set of
adjusted ISTD in Table 3: (1) removing all the mask guidance modules
(trained without shadow masks), (2) removing all the mask guidance
modules and concatenating the shadow image and its shadow mask as
input. Results in the first row show that the proposed method trained
without shadow masks is still effective. Results in rows 2–3 show that
utilising region information in the feature level via mask guidance
modules is superior to simply concatenating the shadow image and
its shadow mask in the input level, which proves the effectiveness of
the mask guidance module. In addition, we have added a set of visual
comparison results on the ablation of the MGM in Fig. 3 and it can
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Fig. 3. Visualisation comparisons with and without MGM on ISTD. Results are shown
with both the shadow-removal results and the heat maps of the difference between the
shadow-removal result and shadow-free ground truth for better comparison.

Table 3
Ablation study on the effectiveness of Mask Guidance Modules (MGM) on the adjusted
ISTD. 𝑀 represents whether the model takes as input the shadow mask.

Model Shadow Region All

𝑀 MGM MAE PSNR SSIM MAE PSNR SSIM

× × 6.6 36.72 0.989 3.8 32.10 0.959
√

× 6.4 36.83 0.989 3.4 32.77 0.962
√ √

5.9 37.45 0.990 3.3 33.00 0.963

Table 4
Quantitative results of the proposed model trained with different loss functions and
network architectures on the testing set of adjusted ISTD.

Model Shadow Region All

MAE PSNR SSIM MAE PSNR SSIM

Loss
w/o 𝑙perc 6.4 37.06 0.989 3.4 32.89 0.962
w/o 𝑙spa1, 𝑙spa2 6.3 37.01 0.989 3.4 32.86 0.962
w/o 𝑙area1, 𝑙area2 6.2 37.16 0.990 3.4 32.94 0.963

Net. Arch.

w/o , 9.2 33.21 0.986 3.9 30.10 0.956
w/o 1 ,1 7.1 35.45 0.988 3.8 31.28 0.958
w/o 2 ,2 7.4 34.86 0.988 3.6 31.43 0.960
w/o 2 7.3 35.21 0.988 3.6 31.55 0.960
w/o 2 6.3 37.08 0.989 3.3 32.84 0.963
w/o  6.7 36.73 0.989 3.4 32.73 0.962

LR-ShadowNet 5.9 37.45 0.990 3.3 33.00 0.963

be seen that the shadow removal results obtained from LR-ShadowNet
with MGM are better, which also proves the effectiveness of MGM;

Loss functions and Network architectures. We also conduct ab-
lation studies to verify the effectiveness of loss functions and the
network architecture, as shown in Table 4. It can be seen from the
first three rows that the perceptual loss 𝑙perc, the spatial consistency
oss 𝑙spa1, 𝑙spa2, and the shadow area loss 𝑙area1, 𝑙area2 can improve the
hadow-removal performance. Results in rows 4–10 prove the effective-
ess of the proposed network architecture. We can find that the two
ackbones are important for estimating intrinsic components, without
ach of them the MAE drops significantly (rows 4–6). And the second
ackbones 2,2, especially 2, are important for estimating intrinsic
omponents, since illumination is more relevant to the shadow/non-
hadow regions (rows 7–8). The results in row 9 show that  plays an
mportant role in results refinement.

.4. Comparison with state-of-the-arts

We first compare our method with several state-of-the-art methods
n the adjusted ISTD: (1) traditional methods utilising image priors
6

or shadow removal: Yang et al. [44], Gong & Cosker [45]; (2) un-
aired methods that learn shadow removal from unpaired shadow
nd shadow-free images: Mask-ShadowGAN [31], LG-ShadowNet [17];
3) weakly-supervised methods trained with paired shadow images
nd shadow masks: Le & Samaras [16], G2R-ShadowNet [18]; (4)
ully-supervised methods trained with paired shadow and shadow-free
mages, as well as shadow masks: ST-CGAN [13], DHAN [15], SP+M+I-
et [20], the fully supervised G2R Sup. [18], the auto-exposure fusion
ethod [29] and G2C-DeshadowNet [47].

As shown in Table 5, our method achieves the best performance in
erms of all the metrics over the whole image, and the MAE achieved
y our method is 5.7% lower than the state-of-the-art method SP+M+I-
et. At the same time, our method achieves better scores on all evalua-

ion metrics in non-shadow regions and the all image than SP+M+I-Net,
hich indicates that our method can improve the visualisation effect

n the shadow regions without destroying the visualisation effect of
he non-shadow regions, so the overall shadow removal effect of our
ethod is better. In the shadow region, we obtain 19.2% gains of
AE than G2R Sup. [18] that used a similar backbone to our method.
esides, our method also has significant advantages in shadow regions
han Einy et al. [46]. In the non-shadow region, the results produced
y our method are closest to the shadow-free ground truth among all
he deep-learning-based methods. The qualitative comparison results
re shown in Fig. 4 with four samples from the testing set of adjusted
STD. Compared with the results produced by other methods, the colour
nd edge of the shadow region in our results are more consistent with
hat of the ground truth for all four samples. Besides, we also present
he visual comparisons of the results before and after  in Fig. 5.
specially from the second and fourth row of images, it can be seen
hat the shadow-removal results after  are smoother at the shadow
dges and have better visual effects, which further demonstrated the
ffectiveness of our proposed result refinement sub-net  . Finally, we
rovide some failure shadow removal samples on ISTD in Fig. 6, and it
an be observed that our method does not perform well in some shadow
reas that cover multiple colours (the 3–5 rows in Fig. 6), which may
e due to the difficulty of removing complex shadows in our method.

We also design three variants with significant reductions in the
umber of parameters and FLOPs (Floating point operations) based
n the proposed LR-ShadowNet to further justify the effectiveness of
he proposed shadow illumination model and network architecture on
he adjusted ISTD: (1) LRSN-16, this variant is built by reducing the
hannels of each layer to half of that in LR-ShadowNet; (2) LRSN-8,
his variant is built by reducing the channels of this variant to a quarter
f that in LR-ShadowNet; (3) LRSN-4, this variant is built by reducing
he channels of this variant to one-eighth of that in LR-ShadowNet, and
he maximum channels of each layer in these variant is 16. We report
he MAE, the number of parameters, and FLOPs of three methods and
he proposed LR-ShadowNet as well as the three variants in Table 6.

e can see that the performance of each variant is gradually improved
s the number of parameters of the variant increase. These results
emonstrate that our method can achieve competitive performance
ith extremely less computational cost.

.5. Generalisation ability

We compare the generalisation ability of our method and several
tate-of-the-art methods on the SBU-Timelapse dataset [20]. All meth-
ds are trained on the adjusted ISTD and tested on SBU-Timelapse.
uantitative and qualitative results are shown in Table 7 and Fig. 7,

espectively. From the Table 7 we can see that the proposed LR-
hadowNet achieves the best MAE. Results in Fig. 7 show that our
ethod can better enhances the brightness of the shadow regions.
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Fig. 4. Qualitative comparisons on four samples in the adjusted ISTD. Results are shown with both the shadow-removal results and the heat maps of the difference between the
shadow-removal result and shadow-free ground truth for better comparison.
Table 5
Quantitative results of the proposed LR-ShadowNet and other state-of-the-art methods on the adjusted ISTD dataset. ‘Non-Shadow Region’ represents that the evaluation is performed
on the non-shadow region of the image. Hereafter, the best two results are highlighted in red and blue, respectively.

Method Shadow Region Non-Shadow Region All

MAE PSNR SSIM MAE PSNR SSIM MAE PSNR SSIM

Yang et al. [44] 24.7 21.57 0.937 14.2 22.25 0.782 15.9 20.26 0.706
Gong & Cosker [45] 13.3 30.53 0.972 2.6 36.63 0.982 4.3 28.96 0.943

Mask-ShadowGAN [31] 9.9 32.19 0.984 3.8 33.44 0.971 4.8 28.80 0.945
LG-ShadowNet [17] 9.7 32.44 0.982 3.4 33.68 0.974 4.4 29.20 0.946

Le & Samaras [16] 9.7 33.09 0.983 2.9 35.26 0.977 4.1 30.12 0.950
G2R-ShadowNet [18] 8.8 33.58 0.979 2.9 35.52 0.976 3.9 30.52 0.944

ST-CGAN [13] 13.4 31.70 0.979 7.9 26.39 0.956 8.6 24.75 0.927
DHAN [15] 11.2 32.92 0.988 7.1 27.15 0.971 7.8 25.66 0.956
G2R Sup. [18] 7.3 36.13 0.988 2.9 35.21 0.977 3.6 31.93 0.957
Fu et al. [29] 6.6 36.04 0.978 3.8 31.16 0.892 4.2 29.45 0.861
Einy et al. [46] 6.5 36.28 0.989 2.6 36.75 0.981 3.3 32.84 0.964
SP+M+I-Net [20] 6.0 37.59 0.990 3.1 35.96 0.975 3.5 32.91 0.961
G2C-DeshadowNet [47] 6.4 – – 2.9 – – 3.5 – –
LR-ShadowNet 5.9 37.45 0.990 2.8 36.07 0.978 3.3 33.00 0.963
Table 6
Parameters, FLOPs, and MAE in the shadow region (MAE𝑆 ) and the whole image
(MAE𝐴) on ISTD of several state-of-the-art methods and our models. The size of the
input image for calculating FLOPs is set to 256 × 256 for all methods.

Method # Params FLOPs MAE𝑆 MAE𝐴
LRSN-4 0.250M 1.6G 7.0 3.5
LRSN-8 0.981M 5.6G 6.9 3.5

LG-ShadowNet [17] 3.535M 17.7G 9.7 4.4
LRSN-16 3.884M 20.5G 6.4 3.4

G2R Sup. [18] 22.88M 113.9G 7.3 3.6
SP+M+I-Net [20] 195.6M 58.0G 6.0 3.5
LR-ShadowNet 15.45M 78.1G 5.9 3.3

5. Conclusion

In this paper, we studied a new translation illumination model
involving multiple reflectance and illumination components for shadow
removal. Based on this model, we proposed a novel LR-ShadowNet
with three sub-nets for shadow removal. Two sub-nets are used for
estimating illumination and reflectance components, respectively, and
7

Table 7
Quantitative comparison of the generalisation ability of the proposed LR-ShadowNet
and the state-of-the-art methods on the SBU-Timelapse dataset. ‘–’ represents the result
is not publicly available.

Method MAE𝑆 PSNR SSIM

DHAN [15] 31.2 – –
Mask-ShadowGAN [31] 27.3 – –
wSP+M-Net (weakly trained) [20] 23.4 – –
LG-ShadowNet [17] 23.3 21.29 0.9081
G2R-ShadowNet [18] 22.1 22.17 0.9138
SP+M+I-Net [20] 20.1 – –
LR-ShadowNet 19.5 23.13 0.9224

the last one is used for results refining. Via carefully designed mask
guidance modules, LR-ShadowNet takes shadow masks as shadow re-
gion information to guide the feature learning and the entire network
is supervisedly trained in an end-to-end fashion. Experimental results
demonstrated the proposed LR-ShadowNet achieved competitive per-
formance with less computational cost on the ISTD dataset and the
SBU-Timelapse dataset.
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Fig. 5. Visualisation comparisons of the results before and after the result refinement
sub-net  on ISTD. Results are shown with both the shadow-removal results and the
heat maps of the difference between the shadow-removal result and shadow-free ground
truth for better comparison.

Fig. 6. Visualisation results of some failure shadow removal examples on ISTD.

Fig. 7. Visualisation comparisons on two samples from SBU-Timelapse.
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