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A novel methodology for the de novo identification of peptides by mixed-integer optimization and tandem mass spectrometry is presented in this article. The various features of the mathematical model are presented and examples are used to illustrate the key concepts of the proposed approach. Several problems are examined to illustrate the proposed method’s ability to address (1) residue-dependent fragmentation properties and (2) the variability of resolution in different mass analyzers. A preprocessing algorithm is used to identify important m/z values in the tandem mass spectrum. Missing peaks, resulting from residue-dependent fragmentation characteristics, are dealt with using a two-stage algorithmic framework. A cross-correlation approach is used to resolve missing amino acid assignments and to identify the most probable peptide by comparing the theoretical spectra of the candidate sequences that were generated from the MILP sequencing stages with the experimental tandem mass spectrum. © 2006 American Institute of Chemical Engineers AIChE J, 53: 160–173, 2007
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Introduction

Of fundamental importance in proteomics is the problem of protein and peptide identification. Over the past few decades, tandem mass spectrometry (MS/MS) coupled with high-performance liquid chromatography (HPLC) has emerged as a powerful experimental technique for the effective identification of peptides and proteins. First, the protein of interest is enzymatically digested to produce several peptides that are subsequently separated by HPLC and then volatized and ionized, usually by electrospray ionization (ESI). The mass-to-charge ratios (m/z) of these gas-phase peptides are measured using a mass spectrometer. Peptides with a specific m/z value are subsequently fragmented by collision-induced dissociation (CID) and the resulting m/z values of these ions are recorded by the mass analyzer—thus the term tandem mass spectroscopy. The essence of the peptide identification problem is to predict the corresponding peptide based on the peaks in the mass spectrum of its ions. The corresponding protein is then systematically assembled using these peptide predictions. Figure 1 shows a schematic representation of the overall process described for peptide identification.

In recognition of the extensive amount of sequence information embedded in a single mass spectrum, tandem MS has served as an impetus for the recent development of numerous computational approaches formulated to sequence peptides robustly and efficiently with particular emphasis on the integration of these algorithms into a high throughput computational framework for proteomics. The two most frequent computational approaches reported in literature are (1) de novo and (2) database search methods, both of which can use deterministic, probabilistic, and/or stochastic solution techniques.

The majority of peptide identification methods used in industry are database search methods because of their efficiency and ease of implementation. An essential component in most database methods is the use of a probabilistic method for scoring the experimental tandem mass spectra against the theoretical spectra of a peptide obtained from a protein database.
The main difference between these database methods lies in the type of scoring function used to rank-order the most probable peptide matches and the type of sequence database in which the search is conducted. These database types include protein sequence, genomic, or expressed sequence tag.

A variety of techniques for peptide identification using databases currently exist. One approach, as implemented in the SEQUEST algorithm, uses a signal-processing technique known as cross correlation, to mathematically determine the overlap between a theoretical spectrum as derived from a sequence in the database and the experimental spectrum under investigation. However, this approach is limited to low-resolution data because it can be computationally expensive on large data sets. Modifications to the scoring routine for SEQUEST have been proposed that address the decoupling of the scoring parameter from the size of the database, the search parameters have been proposed that address the decoupling of the scoring parameter from the size of the database, and the experimental spectrum under investigation. These so-called post-database search validation methods also exhibit a variety of forms. Several types of algorithms have been proposed to analyze the results of SEQUEST alone, ranging from statistical models based on linear discriminant analysis to probability-based scoring procedures to even the use of support vector machines for the classification of the scores reported. Other post-validation approaches are aimed toward reducing several independent scoring schemes so that comparisons can be made between different database methods.

De novo methods have received considerable interest because they are the only efficient means for applications such as finding novel proteins, amino acid mutations, and studying the proteome before the genome. A prominent methodology for the de novo peptide identification problem is a spectrum graph approach, which in many methods is solved using a dynamic programming algorithm. This approach is based on graph theory, where each ion peak in the experimental spectrum generates multiple nodes (corresponding to different fragment ion types) in a directed acyclic graph, known as a sequence graph or a spectrum graph. Each node is labeled with the corresponding weight of the mass peak in the spectrum from which it was generated. A path through the graph corresponds to a candidate peptide and is constructed by connecting two vertices by a directed edge if the mass difference between these vertices is the weight of some amino acid. However, given that each peak in the experimental spectrum translates into several nodes on the spectrum graph, it is computationally intensive to enumerate all paths. Furthermore, precautions must be taken so that the path corresponding to the candidate sequence does not include multiple nodes associated with the same mass peak. The nodes or edges of the spectrum graph are typically assigned scores based on empirically derived probabilities. An interesting post-processing technique is used by the de novo algorithm Lutesfisk, where a modified version of FASTA (a homology-based database search program) is used to resolve ambiguous or unknown entries arising from missing ion peaks and isobaric residues. The algorithm EigenMS uses spectral graph partitioning to resolve the problem of peak classification, which in turn results in superior predictions over other de novo techniques that use the best-path algorithm for constructing candidate sequences.

Although the spectrum graph approach is found in the majority of de novo algorithms to date, several alternative techniques have also been developed. For example, the de novo algorithm PEAKS generates 10,000 potential sequences using a dynamic programming algorithm and then in a subsequent step reevaluates the predicted sequences using a stricter
confidence scorer. A divide-and-conquer algorithm was recently proposed in which the tandem mass spectra of the candidate peptide is subsequently predicted using a quantitative kinetic model. Another technique attacks the peptide identification problem by stochastic optimization using genetic algorithms to solve multiobjective models and can empirically test for independence between scoring functions. The algorithm NovoHMM uses a hidden Markov model to solve the peptide sequencing problem, where the observable random variables are the observed mass peaks and the hidden variables correspond to the unknown peptide sequence. Despite the vast potential of de novo methods, they are often computationally expensive and exhibit variable prediction accuracies.

Other approaches include sequence-tag–based hybrid methods where a partial sequence internal to the peptide, known as a “sequence tag,” is determined using only the spectral information and the remaining portions of the sequence, which span from the ends of sequence tag to the N-terminal and C-terminal of the peptide, are determined by database searching. Initially, the subsequence of the peptide (that is, the sequence tag) is derived using abundant intensity peaks in the high mass region of the tandem mass spectra, which correspond primarily to y-ions. A sequence similarity search program is then used to look up the remaining unknown portions around the sequence tag in a protein database and then score the corresponding entries. The major differences between the methodologies lie in how these results are ranked, which is primarily based on an empirical fragmentation model developed independently by the authors. This particular approach is advantageous because it combines the strengths from both de novo and database methodologies.

In this article, a novel mixed-integer optimization approach is introduced to efficiently address the de novo peptide identification problem so as to form a basis for a high-throughput computational framework. The section entitled “Mathematical Model for Peptide Sequencing” provides an outline of the formulation used for the sequencing of peptides by mixed-integer optimization, addressing the information concerning sets, parameters, variables, boundary conditions, constraints, and the objective function. The framework for the two-stage algorithmic approach is also presented in this section. In the section “Preprocessing of Spectral Data,” an overview of the preprocessing algorithm used to identify certain peaks and to validate boundary conditions before the formulation of the MILP problem is provided. The section “Scoring Candidate Sequences” discusses a method for identifying the most probable sequence tag in a protein database and then score the corresponding entries. The major differences between the methodologies lie in how these results are ranked, which is primarily based on an empirical fragmentation model developed independently by the authors. This particular approach is advantageous because it combines the strengths from both de novo and database methodologies.

**Mathematical Model for Peptide Sequencing**

This section provides a thorough description of the mathematical formulation for the de novo sequencing of peptides by tandem mass spectroscopy. We describe the essential components of the mixed-integer linear programming problem formulation: sets, parameters, binary variables, boundary conditions, constraint equations, and the objective function. The two-stage framework used to address missing peaks in the tandem mass spectrum is then subsequently presented.

**Model description**

**Sets.** Let the full variable space for the problem be represented by the matrix $M$, which constitutes the mass differences between all the ion peaks of the tandem mass spectrum:

$$M = \{M_{ij} = \text{mass(ion peak } j) - \text{mass(ion peak } i) : \text{mass(ion peak } j) > \text{mass(ion peak } i)\}$$

(1)

Note that the index $i$ represents the rows and the index $j$ represents the columns of the matrix $M_{ij}$. Consider a set derived from the entries in $M_{ij}$ denoted by $S_{ij}$, which is created by the following definition:

$$S = \{S_{ij} = (i, j) : M_{ij} = \text{mass of an amino acid}\}$$

(2)

Every element in $S_{ij}$ corresponds to the indices of an entry in $M_{ij}$ that has a mass value equal to the weight of an amino acid. That is to say, the mass difference between peak $i$ and peak $j$ is equal to the weight of some amino acid for every $(i, j) \in S_{ij}$. The problem formulation will be considered only on this set $S_{ij}$. Another useful set is derived from the following relation:

$$C = \{C_{ij} = (i, j) : \text{mass(ion peak } i) + \text{mass(ion peak } j)$$

$$= \text{mass of peptide } + 2; i \neq j\}$$

(3)

The elements of the subset $C_{ij}$ correspond to the indices $i$ and $j$ such that the sum of the mass of peak $i$ and the mass of peak $j$ is equal to the weight of the parent peptide (as determined experimentally). The pairs of peaks for which this criterion is satisfied are known as complementary ions. As the charged parent peptide undergoes collision-induced dissociation (CID), it initially fragments into two ion pairs: either $a$ and $x$, $b$ and $y$, or $c$ and $z$, where all three pairs are complementary ions by definition. This property helps to decipher the particular ion type a peak might have. However, one should note that further fragmentation of these ions is possible and frequently observed, which places limitations on how many complementary ions are actually detected in a spectrum.

When discussing the elements of these sets in a conceptual manner, it is important to understand that the index pair $(i, j) \in S$ graphically represents a “path” leading from peak $i$ to peak $j$ of greater mass by the weight of some amino acid. Likewise, a path leaving peak $j$ to some peak $k$ of greater mass by the weight of an amino acid is represented by the element $(j, k) \in S$, with particular emphasis on the ordering of the indices. The combination of the paired elements $(i, j)$ and $(j, k)$ constitutes a continuous path through the peak $j$. This process of constructing a continuous, non-overlapping path between peaks subject to certain constraints is the essence of the peptide sequencing problem. Classifying peak connections using the above sets in conjunction with properly formulated constraints enhances the computational efficiency of the sequencing algorithm by reducing the variable space.

**Parameters.** The relevant problem parameters correspond to the information contained in the tandem mass spectrum. It is important to note that the mass of the parent peptide and the masses of the ion peaks in the tandem mass spectra are subject to a certain degree of experimental error. The parameters are

- $m_p$: mass of parent peptide
- $\text{mass(ion peak } i)$: mass of ion peak $i$
- $l_i$: intensity of ion peak $i$
Binary 0–1 variables are introduced in the problem formulation to model the selection of specific peaks ($p_i$) and the paths between peaks ($w_{ij}$). The use of binary variables allows us to invoke logical inference when formulating the model constraints:

$$p_i = \begin{cases} 
1 & \text{if peak}(i) \text{ is selected} \\
0 & \text{otherwise}
\end{cases}$$

$$w_{i,j} = \begin{cases} 
1 & \text{if peaks } (i) \text{ and } (j) \text{ are connected by a path} \\
(\text{that is, } p_i = p_j = 1) & \text{otherwise}
\end{cases}$$

The relationship between these two sets of binary variables is provided in a subsequent section.

Boundary Conditions. At the beginning and end of the candidate peptide sequence, there exists only one output and input path, respectively, which must be activated to derive a meaningful result. For instance, the candidate peptide derived using the y-ion series must begin at the weight of water (19 Daltons) and terminate at the weight of the parent peptide ($m_p + 1$), whereas deriving the same sequence using the b-ion series, the appropriate bounds become one unit mass and the weight of the parent peptide subtracted by the weight of water ($m_p - 17$), in respective order. To model this mathematically, two new sets are created to denote the boundary conditions at the “head” of the peptide and the “tail” of the peptide. Note that the sets presented below consider only the possibility for b- and y-ions in the candidate sequence:

$$BC_{\text{head}}^i = \{ i: \text{mass} (\text{peak } i) = \{0, 19\} \text{ Daltons} \}$$

$$BC_{\text{tail}}^j = \{ j: \text{mass} (\text{peak } j) = \{m_p - 17, m_p + 1\} \text{ Daltons} \}$$

Under certain conditions it is necessary to “adjust” the boundary conditions if it is known a priori that specific peaks are missing in the spectrum, as will be described in a later section.

Constraints. Several constraints derived from ion properties and graph theory are formulated in terms of the binary variables by logical inference. One set of constraints is associated with the existence of complementary ions in the mass spectra:

$$p_i + p_j \leq 1 \quad \forall (i, j) \in C_{ij}$$

One can infer from Eq. 6 that if peak $i$ is selected (say $p_i = 1$), then peak $j$, its complementary ion, is not $p_j = 0$, and vice versa. This is desired because, by definition, peak $i$ and peak $j$ are of different ion types and the candidate peptide is sequenced by connecting ions of the same type.

Another constraint to consider is the conservation of mass imposed by the parent peptide on the candidate sequence:

$$\sum_{(i,j)\in S_{ij}} M_{ij} \cdot w_{ij} \leq (m_p - 18) + \text{tolerance}$$

$$\sum_{(i,j)\in S_{ij}} M_{ij} \cdot w_{ij} \geq (m_p - 18) - \text{tolerance}$$

It is well known that the experimentally measured parent mass/charge ratio is subject to a certain degree of experimental error. Thus, the algorithm must accommodate for this inherent deviation without overconstraining the problem and simultaneously preventing the inclusion of possibility false candidates. This issue is dealt with by allowing for a tolerance of ±2 Daltons above and below the parent peptide mass. It is also possible to formulate the tolerance term as a variable and then incorporate it into the model such that its value is minimized.

The next constraint, associated with the paths that connect peaks in a tandem mass spectrum, is referred to as the flow conservation law from graph theory, which has been used extensively in process synthesis problems.39–53

$$\sum_{j \in S_{ij}} w_{ij} - \sum_{k \in S_{ik}} w_{ik} = 0 \quad \forall i, \ i \notin BC_{\text{head}}^i, \ i \notin BC_{\text{tail}}^j$$

This constraint ensures that the paths constructed in the sequencing calculations are continuous and nondegenerate. For instance, consider the spectrum graph representation for the tandem mass spectrum of a particular peptide as shown in Figure 2. One can easily observe that there are several paths spanning various portions of the spectrum graph and that at every node the number of possible input and output paths to other nodes varies. Now consider the enlarged nodes shown in Figure 2. Applying Eq. 9 generates the following path constraints:

- Node 66
  $$w_{61,66} = 0$$

- Node 67
  $$w_{57,67} + w_{62,67} + w_{63,67} - w_{67,76} = 0$$

- Node 68
  $$w_{58,68} + w_{59,68} - w_{68,77} = 0$$

It is trivial, but necessary, that $w_{61,66} = 0$ for node 66 because a path representing a candidate sequence can initiate/terminate only with the nodes that are elements of $BC_{\text{head}}^i \cup BC_{\text{tail}}^j$, respectively. A path terminating at node 66 would result in a peptide that has a mass much less than that of the parent peptide. Nodes 67 and 68 have the possibility for multiple input paths but only one possible output path. Let us consider only node 67 because node 68 is subject to the same analysis. The equality in the constraint for node 67 implies that the output path for these nodes will be activated (that is, $w_{67,76} = 1$) if and only if one corresponding input path is selected (that is, $w_{57,67} = 1$, or $w_{62,67} = 1$, or $w_{63,67} = 1$). This constraint also enforces that at most one input path could be selected, given that only one output path exists. Additionally, if none of the input paths is selected (that is, $w_{57,67} = w_{62,67} = w_{63,67} = 0$) then the output path will not be activated in the construction of the sequence.

Equations 10 and 11 ensure that the candidate sequence has the appropriate C-terminus and N-terminus boundary conditions:

$$\sum_{j \in BC_{\text{head}}^i} w_{ij} = 1$$

$$\sum_{j \in BC_{\text{tail}}^j} w_{ij} = 1$$

The above equations are restricted to the subsets $BC_{\text{head}}^i$ and $BC_{\text{tail}}^j$, defined in Eqs. 4 and 5, respectively, for which a bound-
ary condition is plausible. As previously mentioned, the elements of these boundary conditions can be modified in the event that specific peaks that denote the beginning and end of an ion series are missing in the tandem mass spectrum. Furthermore, these constraints enforce the nondegeneracy of paths, given that only one path can initiate and terminate the sequence, respectively.

The final set of constraints establishes the relationship between the binary variables \( p_i \) and \( w_{i,j} \):

\[
\sum_{j \in S_{i,j}} w_{i,j} = p_i \quad \forall i \in BC_{i}^{\text{head}} \tag{12}
\]

\[
\sum_{j \in S_{i,j}} w_{j,i} = p_i \quad \forall i \not\in BC_{i}^{\text{head}} \tag{13}
\]

Note that both Eqs. 12 and 13 are necessary. Equation 13 couples the binary variables representative of all the paths \((j, i)\) that enter a given node \(i\) and are written for all nodes, including those that belong to the “tail” boundary condition set (see Eq. 5). However, the nodes belonging to the “head” boundary condition set (see Eq. 4) do not have entering paths because they begin the candidate sequence and thus should not be included in Eq. 13. These nodes are addressed in Eq. 12, which relates the binary variables for the paths \((i, j)\) leaving any “head” boundary condition node \(i\). Equations 12 and 13 together complete the relationship between the binary variables \(p_i\) and \(w_{i,j}\). These constraints are advantageous because, if it is desired to omit a specific peak from the candidate sequence, simply deactivating the binary variable that represents that peak \(p_i\), in conjunction with the previous path constraints, deactivates all input and output paths to/from that peak. For instance, this is useful for eliminating the precursor ion and multiply charged ions from consideration.

**Objective Function.** The objective function is postulated as an explicit function of the peak intensities based on the observation that \(b\)- and \(y\)-ions are typically the most abundant peak types found in the tandem mass spectrum. By formulating the objective function in this way, the algorithm attempts to maximize the number of \(b\)- or \(y\)-ions in the candidate sequence. Note that before the model’s formulation, it is decided whether the candidate peptide is to be sequenced using the \(b\)-ion series or the \(y\)-ion series. Thus, for each ion type, a different objective function is formulated based on the direction of the sequencing, which for the \(b\)-ion series is N-terminus to C-terminus and vice versa for the \(y\)-ion series.

\[
\max_{p_i, w_{i,j}} \sum_{(i,j) \in S_{i,j}} \lambda_i \cdot w_{i,j} \quad \text{for the } b \text{ ion series} \tag{14}
\]

\[
\max_{p_i, w_{i,j}} \sum_{(i,j) \in S_{i,j}} \lambda_j \cdot w_{j,i} \quad \text{for the } y \text{ ion series} \tag{15}
\]

It is also important to note the relative trends in intensity of the \(b\)- and \(y\)-ion series. The \(b\)-ions are usually abundant in intensity in the low-mass region of the spectrum and gradually, but almost never monotonically, decrease in intensity with increasing mass-to-charge ratio. Conversely, the \(y\)-ions are most abundant in the high-mass region and gradually decrease in intensity with decreasing mass-to-charge ratio.

dem mass spectra. The entire problem formulation is summarized below for the \( \gamma \)-ion series:

\[
\begin{align*}
\text{max} & \quad \sum_{(i,j) \in S_i} \hat{a}_{ij} \cdot w_{ij} \\
\text{s.t.} & \quad \sum_{(i,j) \in S_i} m_{ij} \cdot w_{ij} \leq m_p + \text{tolerance} \\
& \quad \sum_{(i,j) \in S_i} m_{ij} \cdot w_{ij} \geq m_p - \text{tolerance} \\
& \quad p_i + p_j \leq 1 \quad \forall(i,j) \in C_{ij} \\
& \quad \sum_{j \in S_k} w_{ij} = p_i \quad \forall i \in BC_i^{\text{head}} \\
& \quad \sum_{j \in S_k} w_{ij} = p_i \quad \forall i \notin BC_i^{\text{head}} \\
& \quad \sum_{j \in S_k} w_{ij} = 1 \\
& \quad \sum_{j \in S_k} w_{ij} = 1 \\
& \quad \sum_{j \in S_k} w_{ij} = 0 \quad \forall i \notin BC_i^{\text{head}}, i \notin BC_i^{\text{tail}} \\
& \quad w_{ij}, p_k = 0 \quad \forall (i,j), (k)
\end{align*}
\]

The resulting problem (P) is a mixed-integer linear programming (MILP) problem and can be solved to optimality using existing methods (such as CPLEX\textsuperscript{54}). Throughout the remainder of this article, the sequencing of the candidate peptides is attempted using first the \( \gamma \)-ion series and then the \( b \)-ion series if warranted. The algorithm attempts to derive several candidate sequences by using only single amino acid residue weights to connect mass peaks. Because the algorithm seeks the next optimal solution, previous solutions are eliminated by the introduction of integer cuts. Thus, for every solution, an integer cut is incorporated into the model using the following general form\textsuperscript{55}:

\[
\sum_{(i,j) \in B} w_{ij} - \sum_{(i,j) \in NB} w_{ij} \leq |B| - 1
\]

where \( B = \{(i,j) : w_{ij} = 1\}, NB = \{(i,j) : w_{ij} = 0\}, \) and \(|B|\) is the cardinality of \( B \).

**Missing ion peaks: two-stage algorithmic approach**

In practice, tandem mass spectra are far from ideal because of the absence of certain ion mass peaks. These missing peaks can be attributed to fragmentation issues primarily associated with proline (\( P \)) and glycine (\( G \)) and how they affect the transfer of the proton along the peptide backbone (according to mobile proton theory),\textsuperscript{38} whereas repeated amino acids or subsequences within the peptide do not inhibit this mechanism of reaction. For spectra that are inherently missing mass peaks, it is still possible to derive nonoptimal candidate sequences using solely single amino acid weights. For this reason, two consecutive MILP problems are solved, which are referred to as stages 1 and 2. The first stage consists of using only single amino acid weights to derive the candidate peptide sequences. A subsequent MILP problem, stage 2 of the algorithm, is then solved for which the possibility of using two amino acid weights, if needed, is allowed to connect mass peaks in the tandem mass spectra. That is to say, in this stage the additional option is available to generate a path between peaks by the weight of any two combined amino acids, a full list of which is available elsewhere.\textsuperscript{56} However, in the second stage the emphasis is again placed on primarily using the weights of single amino acids to construct the candidate sequences. Use of the two combined amino acid weights is “penalized” in the expression for the objective function by multiplying those peak intensities by a weighting fraction < 1 and decreases with increasing mass error. As a result, the driving force for the algorithm is the single residue weights, whereas the double residue weights are used only to bridge the gap between disjoint single residue segments of the candidate sequence. Note that the proposed approach can predicted repeated amino acids and repeated subsequences.

Solution information from the first-stage computations are used in the second-stage MILP. For instance, if a single amino acid residue in the optimal candidate sequence connects two peaks (say \( p_i \) and \( p_j \)) whose intensities are greater than that of the \( \gamma \)-ion and are both active in the complementary ion constraints, then their binary variables are activated for the second-stage MILP (that is, \( p_i = 1 \) and \( p_j = 1 \)). The reason for activating these mass peaks is based on the assumption that their complementary ions are in fact \( b \)-ions. Note that a peptide derived using the \( b \)-ion series is the same as that derived by the \( \gamma \)-ion series but its residues are in reverse order, so these complementary \( b \)-ions serve as a “validation” of the proposed candidate peptide that was sequenced using the \( \gamma \)-ion series. Furthermore, integer cuts from the first stage are also passed onto the second stage to eliminate previous solutions from being revisited. All candidate sequences from both the first- and second-stage computations are then examined individually for validity.

**Preprocessing of Spectral Data**

Before formulating the MILP problem, the MS/MS data are analyzed using a preprocessing algorithm with the intent of elucidating key spectral features. In particular, certain ion types are sought to confirm the proposed boundary conditions previously mentioned. First, the raw spectrum is scanned and compared with a data file for the existence of the typically abundant in intensity \( b_2 \)-ion,\textsuperscript{18} whose validity can be confirmed by its complementary \( y_{n-2} \)-ion. If the corresponding \( y_{n-2} \)-ion is found, then the two possible \( y_{n-1} \)-ions are computed using the mass of the parent peptide and the weights of the amino acids, which constitute the \( b_2 \)-ion (see Table 1), and the spectrum is once again searched to confirm these proposed peaks as well as existence of the \( a_2 \)-ion. This step is important because

**Table 1. Ions Identified by the Preprocessing Algorithm**

<table>
<thead>
<tr>
<th>Ion Type</th>
<th>Relation to the ( b_2 )-ion</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_{n-2} )</td>
<td>((m_p + 2) - b_2)</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>(b_2 - 2)</td>
</tr>
<tr>
<td>( b_2 )</td>
<td>(AA_1 ) or ( AA_2 ), where ( AA_1 + AA_2 + 1 = b_2)</td>
</tr>
<tr>
<td>( y_{n-1} )</td>
<td>((m_p + 2) - AA_1 ) or ((m_p + 2) - AA_2)</td>
</tr>
<tr>
<td></td>
<td>(where \ AA_i + AA_j + 1 = b_2)</td>
</tr>
</tbody>
</table>
the absence of a $y_{n-1}$-ion indicates that the peptide cannot be completely sequenced from the raw spectral data using the $y$-ion series alone. However, if it is suspected that only the $y_{n-1}$-ion is missing, then the original N-terminus or "tail" boundary condition for the $y$-ion series (Eq. 5) can be adjusted by terminating the proposed sequence at the mass of the $y_{n-2}$-ion. The appropriate $y_{n-1}$-ion can then be subsequently determined independently of the MILP problem from the $b_2$-ion and other spectral information, such as existing immonium ions. The mathematical relationship between these ions is provided in Table 1.

Each probable $b_2$-ion pair is assigned a score based on the intensities of the supporting ions found (that is, $y_{n-2}, y_{n-1}, a_2$) and their isotopic offsets and neutral losses of water and ammonia. These scores are normalized according to the location of the $b_2$-ions' mass in the tandem mass spectrum. This is necessary because ion intensities near the ends of the mass spectrum are statistically the lowest and the normalization removes the scoring bias for heavier ions. In the case where the algorithm is unable to find any probable $b_2$-ions—which implies the absence of a feasible boundary condition—the high-mass end of the spectrum is reexamined and the peaks with largest relative intensity are selected as the most probable upper bounds for the $y$-ion series. A presequencing MILP is formulated that computes only the optimal candidate peptide using each peak as the upper bound of the $y$-ion series. The peak corresponding to the maximum objective function value is then selected to be used as the appropriate boundary condition throughout the subsequent sequencing calculations. This instance arises mostly as the result of fragmentation issues associated with the peptide and can often be attributed to the presence of a basic internal residue such as arginine, histidine, or lysine.

The preprocessing algorithm can also be used to elucidate which peak is the C-terminal peak for the $y$-ion series. For instance, if the peptide of interest is the product of proteolytic digestion using trypsin, then the $y_1$-ion must be either a C-terminal lysine, identified by an $m/z$ peak at 147, or a C-terminal arginine, identified by an $m/z$ peak at 175. In the examples considered, it is known a priori that the peptide is a tryptic peptide and this information is used when constructing boundary conditions.

The existence of immonium ions in the spectrum is significantly important in the interpretation process. These low-mass ions are indicative of specific residues and, although they do not provide any information regarding the position of the amino acids in the peptide, they are useful for validating residues in the predicted sequence. A thorough list of immonium ions is reported elsewhere.

For high-resolution mass spectra, the preprocessing algorithm helps to decipher ions with a charge $>1$, based on the offset of its corresponding isotopic carbon peaks. For instance, an isotopic offset of 1.0 Dalton indicates that the ion peak is singly charged; an isotopic offset of 0.5 Daltons indicates that the ion peak is doubly charged; an isotopic offset of 0.33 Daltons indicates that the ion peak is triply charged; and so on. To avoid misinterpreting multiply charged ions as singly charged ions, the preprocessing algorithm examines the isotopic carbon offsets of ion peaks to determine its charge and then postulates new peaks by multiplication of each charged $m/z$ value by its corresponding charge value. Using this approach allows for the freedom of either keeping the originally multiply charged ions in the spectrum or eliminating them by the deactivation of their corresponding binary variables. Another feature of the algorithm is the option to deactivate ion peaks that offset other peaks by either 17, 18, or 28 Daltons, signifying losses of ammonia, water, and carbon monoxide, respectively (a characteristic of low-energy CID$^{38,56}$). A filtering technique is applied to every tandem mass spectrum and only the top 125 peaks of highest intensity are used in the problem formulation.

### Scoring Candidate Sequences

To determine the most probable sequence from a rank-ordered list of candidate sequences and their permutations (in the case of weights in the sequence), the theoretical MS/MS spectrum for each sequence is predicted and then compared to the given experimental tandem mass spectrum. Several techniques have been developed to assess the degree of similarity between the experimental and theoretical spectra of the predicted sequences. In particular, probabilistic matching$^{6,9}$ and cross-correlation$^{1–3}$ have proved to be effective tools for this purpose. In this section, we describe a method for generating theoretical tandem mass spectra from predicted sequences to be correlated with the experimental spectrum based on a modified version of the SEQUEST algorithm.$^1$

Recall that the candidate peptides were sequenced using the $y$- or $b$-ion series only. Thus, it would be beneficial to use various other types of ions when scoring these candidate peptides to exploit as much information as possible from the tandem mass spectrum. To minimize the assignment of random matches between the theoretical tandem mass spectra of predicted sequences and experimental spectra, the types of ions featured in the theoretical spectra were selected based on observations reported from various sources in the literature. The isotopic carbon offsets of $b$-ions (that is, $b + 1$ and $b + 2$ and similarly for the $y$-ions) were included based on observations that isotopic shifts in the $b$- and $y$-ion series are nearly as common as the $b$- and $y$-ion series themselves and more common than various other ions, such as $a$-ions and ions resulting from neutral losses of water and ammonia.$^{24}$ The neutral losses of water, ammonia, and combinations thereof from $b$-ions (that is, $b$-H$_2$O, $b$-NH$_3$, $b$-H$_2$O-NH$_3$, $b$-H$_2$O-H$_2$O, and similarly for the $y$-ions) are also included because their existence serves as a measure of support for their corresponding $b$- or $y$-ions. Doubly charged $b$-ions were not included in the theoretical spectra because the major pathways of backbone fragmentation (based on the mobile proton theory) do not facilitate their formation, whereas doubly charged $y$-ions are generated by these mechanisms.$^{38}$ A common dissociation reaction pathway for $b$-ions is the elimination of carbon monoxide to form the $a$-ion series.$^{58}$ It should be noted that, based on empirical observations, the doubly charged $y$-ions and $a$-ions are predicted for only the first-half of the theoretical tandem mass spectrum.$^{26}$ Although it has been reported that the energy of fragmentation in low-energy CID might be insufficient to break the bond between the $z$-carbon and the carbonyl,$^{57}$ $x$-ions are included in the C-terminal ion series of the theoretical MS/MS. Also included in the peaks of this spectra are what are known as internal fragment ions$^{56,59–61}$ (ions that have lost both their C-terminal and N-terminal ends).
There has been a recent surge of interest in developing adaptive models that incorporate residue chemistry and position dependencies into intensity predictions. For instance, a 236-parameter kinetic model based on the mobile proton theory has been developed for the simulation of ion-trap tandem MS. Another study statistically quantified the influence of neighboring residues on fragmentation and relative intensity trends for ion-trap spectra. Although these studies provide valuable insight toward the development of sequence-dependent predictive models, they are restricted to use with ion-trap spectra only. Because spectra analyzed by our proposed algorithm are not restricted to any one type of instrument, a modified SEQUEST representation for ion intensities was adopted. That is, using a normalized scale, y- and b-ions were assigned an intensity of 1, their isotopic offsets were assigned an intensity of 1/2, and neutral losses from these ions were assigned an intensity of 1/5, as described in the original SEQUEST model. In addition, certain intensity dependencies on residue types were introduced into the model: that is, a neutral loss of water from a fragment ion that contains either a D, E, S, or T residue and a neutral loss of ammonia from a fragment ion that contains either an N or Q residue is assigned an intensity of 1/3 rather than 1/5. The reason for favorably weighting these offsets is based on the observation that these types of fragments are statistically likely to contain those residues mentioned.

To increase the predictive capabilities of the model, a reward/penalty system was created for certain ion types. For instance, a match between a predicted y-ion and a peak in the experimental spectra is more probable if the corresponding y-ion offsets also have matches in the experimental spectra. Therefore, the score for a y-ion is rewarded by 5% for each existence of a supporting ion (that is, a spectrum match for an isotopic offset or neutral loss ion); otherwise, its score remains unaltered. Conversely, the isotopic offsets and neutral loss ions are penalized in the absence of a match in the experimental spectrum for its corresponding y- or b-ion. By adopting this convention we aim to reduce the contributions of random matches to the overall score of a given peptide. The overall score is weighted by the ratio of the number of hits between the theoretical and experimental spectra to the total number of ions in the theoretical spectra.

**Computational Studies**

In this section we discuss computational studies for three classes of problems: (1) a benchmark spectrum, (2) quadrupole time-of-flight spectra, and (3) ion-trap spectra. All subsequent MILPs reported in this section and throughout the document were solved to optimality using CPLEX. In the tables of candidate sequences presented throughout this section, “Obj” denotes the value in the objective function, “Avg” corresponds to the average of the peak intensities, “STD” is the standard deviation of the peak intensities, and “Comp Ions” is an abbreviation for the number of complementary ions that are activated in the constraint set.

One should also note the information conveyed by bold and italicized residues in these candidate sequences. The italicized residues indicate that the mass peak on the amide end of the amino acid has an intensity less than that of the y1-ion. The bold residues, on the other hand, denote that the peaks on both the amide and carboxyl ends of the amino acid are complementary ions and have intensities greater than that of the y1-ion. These conventions are adopted throughout the remainder of the article. From computational experience, it is generally observed that the accuracy of a peptide sequence follows the trends of maximum objective function, maximum average and minimum standard deviation of peak intensities, maximum number of bold residues, and minimum number of italicized residues. These terms provide site-specific and average estimates of the likelihood that b- or y-ions were used to construct the candidate sequences because these ion intensities are consistently abundant and follow approximate trends, which these measures attempt to quantify.

**Benchmark problem**

The first step to validating an algorithm is to test the approach on small-scale examples whose solutions have been reported and are established. For this step, several example problems were chosen from the literature as a cornerstone for evaluating the performance of the algorithm. The solutions to these examples as provided by Kinter and Sherman were determined by a nine-step methodology specifically used to interpret the product ion spectra of tryptic peptides. The specific example presented here was selected because it was categorized as a difficult spectrum to interpret. No filtering of the data was required for these spectra because only peaks with high intensities were provided.

TXAMoDGTEGXR. This example is taken from Kinter and Sherman and the tandem mass spectrum is provided in Figure 4.30 of this reference. This peptide was selected because it illustrates fragmentation issues characteristic of an internal glycine residue. The preprocessing algorithm identifies the C-terminal amino acid for the peptide to be arginine, assigned to a strong intensity peak at an m/z of 175.10 Th. Furthermore, ammonium ion peaks of 86.10 and 102.10 Th in the low-mass region suggest that the residues (L/I) and E are most likely constituents of the peptide. Two strong intensity m/z peaks at 215.20 and 286.20 Th result in several possible b2-ion combinations. However, the higher-intensity peak at an m/z of 215.20 also exhibits a complementary y2-ion of higher intensity, suggesting (L/I)T, T(L/I), VD, or DV are the more probable residue pairs. A b2-ion of moderate intensity, consistent with the amino acid threonine (T), confirms the appropriate choice for the b2-ion to be T(L/I). Because there exists no probable y2-ions, the “tail” boundary condition of the N-terminus, shown in Eq. 5, is replaced by the y1-2-ion. The first-stage problem formulation contains 94 variables and 172 constraint equations.

In 0.17 CPU seconds, CPLEX determines that no solutions are feasible for this first-stage MILP, forcing the predictions to be based solely on the candidate sequences from the second stage, as reported in Table 2. The second-stage model, which consists of 94 variables and 174 constraint equations, is solved to optimality in a CPU time of 0.46 s. Nine out of the ten sequences reported in Table 2 are consistent with the optimal peptide, A(Mo/F)DGTE[170.20]VR, and so we shall consider only this peptide for subsequent analysis. The only internal doublet weight to resolve is 170.20 Th, which corresponds to either AV, VA, (L/I)G, or G(I/L). The poor fragmentation characteristics of glycine in low-energy CID are well known,
but unlike the intensity variations observed with proline, glycine yields no high abundance ions.\textsuperscript{38} Despite the lack of validating information, this inherent gap in the sequence is most likely explained by the residue pairs G(I/L) or (I/L)G. Finally, offsets of 64 Th from the y-ion series in the high-mass region of the spectrum suggests the residue Mo over F in the candidate peptide. Thus, the most complete sequence to be reported based purely on experimental observations, without resorting to guessing the most probable order of the doublet residue pair, is T(L/I)AMoDGTE[170.20]VR. The cross-correlation method was not used to resolve the weight of 170.20 Th because the mass spectrum provided was labeled with a small number of mass peaks. A database technique would perform reasonably well for this benchmark problem because it can provide a peptide mass spectrum provided was labeled with a small number of mass peaks. A database technique would perform reasonably well for this benchmark problem because it can provide a pep-

**Table 2. Distinct Solutions from the Second-Stage MILP for TXAMoDGTEGXVR**

<table>
<thead>
<tr>
<th>Candidate Sequence</th>
<th>Obj</th>
<th>Avg</th>
<th>STD</th>
<th>Comp Ions</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/Mo/F[DGTE][170.20]VR</td>
<td>3.3660</td>
<td>0.4690</td>
<td>0.3503</td>
<td>3</td>
</tr>
<tr>
<td>A/Mo/F[DGTE][269.30]VR</td>
<td>3.2160</td>
<td>0.5044</td>
<td>0.3520</td>
<td>3</td>
</tr>
<tr>
<td>A/Mo/F[DGTE][290.20]VR</td>
<td>3.1320</td>
<td>0.4811</td>
<td>0.3693</td>
<td>3</td>
</tr>
<tr>
<td>A/Mo/F[DGTE][230.10][170.20]VR</td>
<td>3.1100</td>
<td>0.4967</td>
<td>0.3597</td>
<td>3</td>
</tr>
<tr>
<td>A/Mo/F[DGTE][141.70][258.60]VR</td>
<td>3.0920</td>
<td>0.4767</td>
<td>0.3730</td>
<td>3</td>
</tr>
<tr>
<td>A/Mo/F[DGTE][230.10][269.30]R</td>
<td>2.9600</td>
<td>0.5400</td>
<td>0.3586</td>
<td>3</td>
</tr>
<tr>
<td>A/Mo/F[DGTE][158.10][170.20]VR</td>
<td>2.7680</td>
<td>0.5167</td>
<td>0.3353</td>
<td>3</td>
</tr>
<tr>
<td>A/Mo/F[DGTE][158.10][269.30]R</td>
<td>2.6180</td>
<td>0.5625</td>
<td>0.3270</td>
<td>3</td>
</tr>
<tr>
<td>A/Mo/F[DGTE][287.10][170.20]VR</td>
<td>2.5480</td>
<td>0.5557</td>
<td>0.3382</td>
<td>3</td>
</tr>
<tr>
<td>A/Mo/F[DGTE][158.10][299.20]VR</td>
<td>2.5340</td>
<td>0.5363</td>
<td>0.3529</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 3. Tandem mass spectrum for STLPEIYEK.

**Table 3. Distinct Solutions from the First-Stage MILP for STLPEIYEK**

<table>
<thead>
<tr>
<th>Candidate Sequence</th>
<th>Obj</th>
<th>Avg</th>
<th>STD</th>
<th>Comp Ions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L/I)P[PE/L]IYEK</td>
<td>2.9595</td>
<td>0.4949</td>
<td>0.3846</td>
<td>2</td>
</tr>
<tr>
<td>(L/I)P[Q/V/L]I/VGHK</td>
<td>2.7803</td>
<td>0.4200</td>
<td>0.4036</td>
<td>2</td>
</tr>
<tr>
<td>(L/I)PEMIH/K</td>
<td>2.7428</td>
<td>0.4678</td>
<td>0.4113</td>
<td>2</td>
</tr>
<tr>
<td>(L/I)P/QNYEK</td>
<td>2.7399</td>
<td>0.4675</td>
<td>0.4080</td>
<td>2</td>
</tr>
<tr>
<td>(L/I)P[Q/V/L]I/VGHK</td>
<td>2.7197</td>
<td>0.4133</td>
<td>0.4101</td>
<td>2</td>
</tr>
<tr>
<td>(L/I)P[Q/V/L]I/GHK</td>
<td>2.6734</td>
<td>0.4082</td>
<td>0.4150</td>
<td>2</td>
</tr>
<tr>
<td>(L/I)P[Q/L]I/RHK</td>
<td>2.6257</td>
<td>0.4532</td>
<td>0.4181</td>
<td>2</td>
</tr>
<tr>
<td>(L/I)Q[Q/V/L]I/GHK</td>
<td>2.6127</td>
<td>0.4014</td>
<td>0.4211</td>
<td>2</td>
</tr>
<tr>
<td>(L/I)Q[Q/V]I/L</td>
<td>2.6792</td>
<td>0.4599</td>
<td>0.4163</td>
<td>2</td>
</tr>
</tbody>
</table>

and ion-trap mass spectrometers were examined. Two different instruments are studied because the quality of the data that they generate is vastly different. Thus, it is important to develop a robust methodology whose prediction results are instrument independent. The MS/MS data for the peptides in this section were obtained from a quadrupole time-of-flight mass analyzer,\textsuperscript{28} which is known for its accurate m/z resolution and extensive coverage of the m/z range.\textsuperscript{38} The examples presented were selected to illustrate the diversity of the various spectral artifacts and how the framework handles issues encountered in tandem mass spectra.

**STLPEIYEK**. This peptide illustrates how the algorithm handles missing y\textsubscript{n-1}-ions. Figure 3 contains the raw tandem mass spectrum for the peptide, originally consisting of 11,437 mass peaks.

The preprocessing algorithm identifies the top-scoring N-terminal pairs to be ST and GM, which both share the same m/z masses. However, no supporting y\textsubscript{n-1}-ions exist in the tandem mass spectra for ST and GM and therefore the ordering of their residues is not known. Because the y\textsubscript{2}-ion is missing for these two pairs, the de novo sequencing algorithm will terminate the y-ion series at the mass of the y\textsubscript{2}-ion (891.44 Th). A significant peak at an m/z of 147.11 indicates that the C-terminal amino acid of the peptide is lysine (K), and the binary variables that represent the peaks for this amino acid are activated. The stage 1 formulation contains 571 binary variables and 276 constraint equations and is solved to optimality by CPLEX in 3.96 CPU seconds. The statistically distinct solutions from stage 1 are shown in Table 3.

Note that the optimal candidate sequence, (L/I)P[PE/L]IYEK, also exhibits the maximum average and minimum standard deviation of peak intensities. Several of the suboptimal candidate sequences reported in Table 3 contain an internal histidine (H), which is not a very common feature of doubly charged tryptic peptides, given that a basic residue internal to the sequence typically results in a charge state >2. The problem formulation for the second stage contains 2152 variables and 891.44 constraint equations and is solved to optimality in 5.87 CPU seconds. The statistically distinct solutions from stage 2 are shown in Table 4.

The missing N-terminal mass for the above sequences is 188.04 Th, which, as identified by the preprocessing algorithm, corresponds to ST, TS, MG, or GM. To address this and the other weights in the candidate peptides in Table 4, permutations of amino acids consistent with the weights are substituted into the sequences. The theoretical spectrum for each distinct sequence is then generated and cross-correlated with the

**Quadrupole time-of-flight MS/MS data**

To test the effectiveness of the proposed methodology on full-scale problems, the tandem mass spectra for doubly charged peptides generated from the quadrupole time-of-flight
exemplary tandem mass spectrum. The sequence with the maximum cross-correlation score with the experimental spectrum is ST(L/I)PELYEK, which is the correct peptide. Thus, the correct N-terminal assignment (ST) is made.

**DAFLGSFLYEYSR.** The peptide DAFLGSFLYEYSR was selected because it illustrates the utility of the cross-correlation method for identifying a suboptimal candidate sequence as the correct peptide. The tandem mass spectrum for this peptide consists of 16,962 points and is shown in Figure 4. The preprocessing algorithm identifies the C-terminal amino acid to be arginine, assigned to the strong intensity peak at an m/z of 175.12, and also reports an abundant phenylalanine (F) ion at 120.08 Th. The N-terminal pairs SV, DA, and GE also report an abundant phenylalanine (F) immonium, assigned to the strong intensity peak at an m/z of 1381.69 Da. The first-stage MILP consists of 1937 variables and 307 constraint equations and ten candidate sequences for cross-correlation with the experimental tandem mass spectrum. Notice that the first six N-terminal residues for all sequences are bold, indicating that this subsequence of the peptide is verified by the b-ion series and thus will be fixed in the second-stage calculations. The second-stage MILP contains 1937 variables and 307 constraint equations and ten candidate peptides are sequenced in a CPU of 5.60 s. The distinct peptides are shown in Table 6.

The candidate sequences from the second-stage solutions also exhibit variability in the C-terminal region of the peptide. The missing N-terminal weight of 185.99 Th, eliminated from the sequencing stages, corresponds to the amino acid combinations of DA, SV, or GE. Amino acid permutations consistent with the weights for all the distinct candidate peptides are substituted into the sequences and the theoretical spectrum for each is predicted and cross-correlated with the experimental tandem mass spectrum. The sequence with the maximum correlation score from this set is DAFLGSFLYEYSR, which is the correct peptide. Recall that in Table 5, this peptide is ranked 5th with reference to the objective function value. This example demonstrates the ability of the cross-correlation method to exploit spectral information that was not used in the stage 1 and stage 2 calculations to identify the correct peptide sequence.

**Ion-trap MS/MS data**

The peptides sequenced in this section were examined from a tryptic digest of *Homo sapiens* proteins and the tandem mass spectrometry data are accessible on the Open Proteomics Database. The data for the peptides were gathered using a ThermoFinnigan ESI–ion-trap mass analyzer, which characteristically has a low m/z cutoff value and has a mass resolution of

---

**Table 4. Distinct Solutions from the Second-Stage MILP for STLPELYEK**

<table>
<thead>
<tr>
<th>Candidate Sequence</th>
<th>Obj</th>
<th>Avg</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L/I)[P]242.11/YEK</td>
<td>2.5762</td>
<td>0.5233</td>
<td>0.4065</td>
</tr>
<tr>
<td>(L/I)[D]224.12/YEK</td>
<td>2.5698</td>
<td>0.5142</td>
<td>0.4180</td>
</tr>
<tr>
<td>(L/I)[Q]211.09/YEK</td>
<td>2.5701</td>
<td>0.5147</td>
<td>0.4174</td>
</tr>
<tr>
<td>(L/I)[N]225.13/YEK</td>
<td>2.5678</td>
<td>0.5114</td>
<td>0.4219</td>
</tr>
<tr>
<td>(L/I)[P]241.10/VGHK</td>
<td>2.6166</td>
<td>0.4630</td>
<td>0.4089</td>
</tr>
<tr>
<td>(L/I)[P]V[170.08]HK</td>
<td>2.5084</td>
<td>0.4398</td>
<td>0.4318</td>
</tr>
</tbody>
</table>

**Table 5. Distinct Solutions from the First-Stage MILP for DAFLGSFLYEYSR**

<table>
<thead>
<tr>
<th>Candidate Sequence</th>
<th>Obj</th>
<th>Avg</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>F/L[GSFL/L]YHG [A/N]R</td>
<td>2.9850</td>
<td>0.3065</td>
<td>0.3420</td>
</tr>
<tr>
<td>F/L[GSFL/L]YHAG [N]R</td>
<td>2.9674</td>
<td>0.3052</td>
<td>0.3431</td>
</tr>
<tr>
<td>F/L[GSFL/L]YQHNR</td>
<td>2.9495</td>
<td>0.3292</td>
<td>0.3469</td>
</tr>
<tr>
<td>F/L[GSFL/L]YHQRN</td>
<td>2.9374</td>
<td>0.3281</td>
<td>0.3478</td>
</tr>
</tbody>
</table>

---

**Figure 4. Tandem mass spectrum for DAFLGSFLYEYSR.**

![Figure 4. Tandem mass spectrum for DAFLGSFLYEYSR.](image_url)
approximately unit resolution (that is, it has the ability to resolve different ions with m/z values that differ by 1 Dalton) throughout the m/z range. The low m/z cutoff unfortunately prevents the identification of immonium ions, the C-terminal y1-ion, and various other ions necessary for identifying the complete set of boundary conditions for the problem formulation.

**LEGLTDEINFLR.** The tandem mass spectrum for this peptide consists of 345 mass peaks. As is typical of an ion-trap mass spectrometer, the low-mass region of the spectrum was cut off at an m/z of 200 Th, which in turn prevents the ability to identify the correct C-terminal amino acid or any immonium ions (see Figure 5). However, it is known that the peptide was digested with trypsin, which implies the C-terminal amino acid must be lysine or arginine. Through use of this information, the algorithm assumes the existence of both lysine and arginine as the y1-ion and then checks for their complementary b3-ions in the high-mass region of the spectrum. Those that are validated by their complementary b3-ions are added to the data set for further consideration. However, if neither is validated then both m/z values of 147.17 and 175.19 are added to the data file. The latter case is encountered in this example so both C-terminal amino acids are considered equally probable.

The preprocessing algorithm identifies the top-scoring N-terminal pairs as (Q/K)N, N(Q/K), E(L/I), and (L/I)E, which share the same b2-ion peak at an m/z of 243.10 Th. Neither of these pairs has a supporting y2-ion so the corresponding “tail” boundary condition for the y-ion series (Eq. 5) is replaced with the weight of the yn-2-ion (1177.56 Th). The resulting MILP consists of 435 variables and 282 constraint equations. Ten candidate peptides are generated in a CPU of 4.68 s and the statistically distinct sequences are shown in Table 7.

The peptide sequence of maximum objective function and maximum average of peak intensities, GL/I/TDE/L/I/NF/L/I/R, contains a subsequence of five consecutive bold residues, indicating that these residues were confirmed by the b-ion series. The second-stage formulation contains 1961 variables and 298 constraint equations and ten candidate peptides were generated in a CPU of 7.97 s. The distinct solutions are reported in Table 8.

The N-terminal regions of the candidate peptides in Table 8 are considerably homologous to one another. However, the C-terminal region is quite variable from sequence to sequence and must be resolved with more detailed spectral information. Each of these candidate sequences is also missing the N-terminal amino acids, which for the weight of 242.44 Th could be combinations of N(Q/K), (I/L)E, GAN, or GGQ/Q/K). All permutations of amino acids consistent with the weights in the sequences in Tables 7 and 8 are substituted into the candidate peptides. The theoretical tandem mass spectrum for each sequence is predicted and cross-correlated with the experimental mass spectrum. The sequence with the maximum cross-correlation score is NQG(L/I)/TDE/L/I/NF/L/I/R, which is the correct peptide except for the residue assignment of NQ at the N-terminus. squiddivlvggstr. This peptide was selected because it illustrates an instance where the preprocessing algorithm is unable to find any information regarding possible boundary conditions. The tandem mass spectrum for this peptide contains 351 data points and exhibits an m/z cutoff of 236 Th, which prevents the identification of the proper C-terminal amino acid (even when searching for a possible complementary b3-ion as a confirmation) (see Figure 6). Thus, the m/z values of 147.17 and 175.19 Th are added to the spectrum data to allow for the possibility of a C-terminal lysine or arginine, respectively. No potential b2-ions were identified in the data set, which is essential for verifying or adjusting the “tail” boundary conditions for the y-ion series.

When faced with the absence of an N-terminal amino acid pair, the algorithm automatically examines the high-mass region of the MS/MS data for prominent peaks that could possibly be acceptable “tail” boundary conditions for the y-ion series. Several peaks of high intensity are selected and a MILP is formulated and solved using each as the “tail” boundary conditions.

---

**Table 7. Distinct Solutions from the First-Stage MILP for LEGLTDEINFLR**

<table>
<thead>
<tr>
<th>Candidate Sequence</th>
<th>Obj</th>
<th>Avg</th>
<th>STD</th>
<th>Comp Ions</th>
</tr>
</thead>
<tbody>
<tr>
<td>GL/I/TDE/L/I/NF/L/I/R</td>
<td>3.2322</td>
<td>0.3860</td>
<td>0.4065</td>
<td>10</td>
</tr>
<tr>
<td>GL/I/TDEQ/NF/L/I/R</td>
<td>3.1040</td>
<td>0.3790</td>
<td>0.4119</td>
<td>10</td>
</tr>
<tr>
<td>GL/I/TDE/L/I/NF/L/I/R</td>
<td>3.1090</td>
<td>0.3762</td>
<td>0.4150</td>
<td>10</td>
</tr>
<tr>
<td>GL/I/TYPPN/L/I/R</td>
<td>2.9852</td>
<td>0.3690</td>
<td>0.4060</td>
<td>10</td>
</tr>
<tr>
<td>GL/I/TVPHG/L/I/R</td>
<td>2.8515</td>
<td>0.3370</td>
<td>0.4030</td>
<td>10</td>
</tr>
<tr>
<td>GL/I/TDVP/L/I/R</td>
<td>2.9524</td>
<td>0.3380</td>
<td>0.4040</td>
<td>10</td>
</tr>
<tr>
<td>GL/I/TVP/GH/L/I/R</td>
<td>2.9518</td>
<td>0.3293</td>
<td>0.4010</td>
<td>10</td>
</tr>
<tr>
<td>GL/I/TDRH/L/I/R</td>
<td>2.9469</td>
<td>0.3588</td>
<td>0.4170</td>
<td>10</td>
</tr>
<tr>
<td>GL/I/TDVP/L/I/R</td>
<td>2.9237</td>
<td>0.3297</td>
<td>0.4100</td>
<td>10</td>
</tr>
</tbody>
</table>

---

**Table 8. Distinct Solutions from the Second-Stage MILP for LEGLTDEINFLR**

<table>
<thead>
<tr>
<th>Candidate Sequence</th>
<th>Obj</th>
<th>Avg</th>
<th>STD</th>
<th>Comp Ions</th>
</tr>
</thead>
<tbody>
<tr>
<td>GL/I/TDE/L/I/N[260.20]/R</td>
<td>3.1083</td>
<td>0.4184</td>
<td>0.4133</td>
<td>9</td>
</tr>
<tr>
<td>GL/I/TDE/L/I/N[208.22]/R</td>
<td>3.1083</td>
<td>0.4184</td>
<td>0.4133</td>
<td>9</td>
</tr>
<tr>
<td>GL/I/TDE/L/I/Y[210.92]/R</td>
<td>3.1060</td>
<td>0.4173</td>
<td>0.4144</td>
<td>9</td>
</tr>
<tr>
<td>GL/I/TDE/L/I/H[265.11]/K</td>
<td>3.1046</td>
<td>0.4148</td>
<td>0.4168</td>
<td>9</td>
</tr>
<tr>
<td>GL/I/TDE/L/I/NF[269.15]/R</td>
<td>3.0763</td>
<td>0.4146</td>
<td>0.4167</td>
<td>9</td>
</tr>
<tr>
<td>GL/I/TDE/L/I/H[292.42]/K</td>
<td>3.0343</td>
<td>0.4085</td>
<td>0.4225</td>
<td>9</td>
</tr>
<tr>
<td>GL/I/TDE/L/I/[261.29]/L/I/R</td>
<td>2.8282</td>
<td>0.4177</td>
<td>0.4139</td>
<td>9</td>
</tr>
<tr>
<td>GL/I/TDE/L/I/[231.18]/[H71.09]/K</td>
<td>2.7691</td>
<td>0.4146</td>
<td>0.4170</td>
<td>9</td>
</tr>
<tr>
<td>GL/I/TDE/L/I/[261.29][269.15]/R</td>
<td>2.6723</td>
<td>0.4531</td>
<td>0.4227</td>
<td>9</td>
</tr>
</tbody>
</table>
condition. From these results, the peak that produces the optimal candidate sequence is selected and then used as the N-terminal boundary condition (Eq. 5) in the subsequent formulations. Eleven high-mass peaks were examined and their corresponding optimal solutions are shown in Table 9. From Table 9, the optimal boundary condition corresponds to the mass peak of 1266.53 Th. The subsequent MILP consists of 2265 variables and 277 constraint equations using this mass peak to the mass peak of 1266.53 Th. The subsequent MILP consists of 2265 variables and 277 constraint equations using this mass peak as the “tail” boundary condition for the y-ion series. The ten candidate solutions are generated in 7.78 CPU seconds and the distinct sequences are shown in Table 10.

There is a high degree of homology among the sequences reported in Table 10. The two sequences of maximum objective function value and maximum standard deviation of peak intensities, (L/I)HD(L/I)V(L/I)VGG[216.34]K and (L/I)HD(L/I)V(L/I)VGG[188.32]R, also exhibit a subsequence of seven consecutive bold residues that were confirmed by the b-ion series. The only major difference between all the candidate peptides reported in Table 10 lies in the C-terminal region of the sequences, where the glycines (G) prevented complete fragmentation. The N-terminal weight of 215.11 Th corresponds to amino acid combinations of S(Ω)/K, TN, and GAS. Amino acids consistent with these weights are substituted into the distinct candidate sequences, whose theoretical spectrum is then predicted and cross-correlated with the experimental tandem mass spectrum. The cross-correlation score with the experimental spectrum is NT(L/I)HD(L/I)V(L/I)VGGSTR, which is correct except for the N-terminal assignment of NT. However, it should be noted that the correct sequence ranks a close second to the reported peptide. For this peptide, there was sufficient information in the tandem mass spectrum to resolve the C-terminal ambiguities, but the low mass cutoff of the spectrum prevented the correct N-terminal assignment.

**Conclusions**

A novel mixed-integer linear optimization framework was proposed for the de novo identification of peptides using tandem mass spectroscopy. For a specific MS/MS spectrum, the algorithm generates a rank-ordered list of potential candidate sequences and a cross-correlation technique is used to assess the degree of similarity between the theoretical tandem mass spectra of predicted sequences and experimental tandem mass spectra. The examples presented in this article demonstrate the reliability of the predictions of the proposed de novo algorithm for quadrupole time-of-flight and ion-trap mass analyzers. For situations where a spectrum does not contain sufficient information to unambiguously assign certain residues (for instance, in ion-trap mass analyzers where the data in the low-mass region are not recorded), the internal portions of the sequence are predicted correctly. This high degree of confidence for the predictions made by the de novo algorithm is important for the effective use of a homology search program to determine positive hits in a protein database because the slightest variability in a peptide sequence can lead to false protein matches. It is our experience from using database methods that if the peptide of interest is not in the database or the tryptic digestion was incomplete, then the highest scoring peptide reported by these methods can be completely incorrect in terms of residue accuracy. Our de novo method would be extremely useful for independently validating these database identifications because it provides consistent sequence accuracy and can elucidate regions of high confidence for the predicted candidate peptide. Furthermore, the use of several peptide identification methods, both de novo and database, could serve as a consensus-based approach to determine the identification of a peptide. The proposed de novo algorithm is not currently available for public use but we do plan to make it accessible to the scientific community as a Web-based tool.
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