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Abstract. Bayesian networks became a popular framework for reasoning with uncertainty. Efficient methods have been developed for probabilistic reasoning with new evidence. However, when new evidence is uncertain or imprecise different methods have been proposed. The original contribution of this paper are guidelines for the treatment of different types of uncertain evidence, the rules for combining evidence from different sources, and the model revision with uncertain evidence.
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1 Introduction

One of rapidly developing areas of Artificial Intelligence is managing uncertainty. It is not surprising that intelligent systems are expected to be able to exploit uncertain or vague information since also humans often have to reason and decide without having precise and certain information. One can distinguish between two basic types of uncertainty: one caused by uncertain or vague information, another by unknown, imprecise, or stochastic relations between variables that are part of a model of reality. Diverse frameworks were proposed to tackle the challenging problem of reasoning with uncertain and vague information: Dempster-Shafer theory of evidence [3, 11], theory of imprecise probabilities [14], possibility theory [16], fuzzy set theory [15], etc.

In this paper we deal with the standard probabilistic inference. It means that all uncertainties considered in this paper are treated in the sense of randomness and will be quantified and processed by the means and tools of classical probability. For updating we use the standard Bayes rule. The knowledge of a modeled domain is represented by a probability distribution \( P(V) \) defined for all combinations of values of variables from a set \( V \). The initial probability model \( P(V) \) is usually built using data measured for a population of individuals, repeated events, etc. The built model can be used for individual case analysis -
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for example in the role of an expert system. In this paper we deal mainly with probability distributions defined by a Bayesian network. Among the first successful applications of Bayesian networks in the role of expert systems in diagnosis belong Munin [8] and the Quick Medical Reference (QMR) system [12]. For an introduction to Bayesian networks we refer to [7].

One of the basic tasks in probabilistic modeling is belief revision with new evidence \( e \). For example, assume we have created a model describing certain properties of a population of individuals. Than, we perform a number of observations and tests of one individual. Now, in the light of new information, we would like to update our beliefs about the unobserved properties of that individual. Assume we are interested in a variable \( A \). In the probabilistic framework this corresponds to computing conditional probability distribution of variable \( A \) given the observed evidence \( e \), \( P(A \mid e) \). The posterior probability is computed using the Bayes rule. For each state \( a \) of \( A \) we compute

\[
P(A = a \mid e) = \frac{P(A = a, e)}{P(e)} = \frac{P(A = a, e)}{\sum_a P(A = a, e)}.
\]

(1)

However, in practice, observations or tests yield uncertain results. The question we deal with in this paper is how should we revise our model in the light of uncertain evidence.

Our main motivation is to provide a knowledge engineer appropriate methods for updating a probability model in the light of uncertain evidence that can take different forms. In contrast to different ad hoc approaches we stand firmly within the standard probability framework. A knowledge engineer gets an evidential statement and one or more numbers\(^1\) specifying uncertainty about the provided evidence. The fundamental question is: how should the model be updated and the probabilities revised using the provided numbers. The handling of the provided numbers depends on what they actually mean, i.e., on their semantics.

Two main methods for probabilistic reasoning with uncertain evidence were proposed - the virtual evidence method [9] and Jeffrey’s rule [6]. In [10] the fundamental difference between the methods is illustrated using an example. The basic principle underlying Jeffrey’s rule is the principle of probability kinematics, which can be viewed as a principle that aims at minimizing belief change in the model. In [11] it is shown that also the method of virtual evidence commits to this principle and that the difference between these two methods is in the way uncertain evidence is specified. We will see that Pearl’s method is based on sensitivity and specificity of a test (or of an observation) while when using the Jeffrey’s rule we specify the resulting effect.

There is a fundamental difference between belief revision and model revision. The posterior probabilities we get after belief revision inform about the properties of one tested individual, one performed event, etc. On the other hand the posterior probabilities we get after model revision still correspond to the properties of the tested population of individuals, events, etc. We extend the analysis from belief revision to model revision using a standard method from statistics -

\(^1\) We assume they are real numbers from interval \((0, 1)\).
the maximum likelihood estimation of probability distributions given observed data.

The main original contribution of this paper are guidelines for the treatment of different types of uncertain evidence, the rules for the combination of evidence from different sources, and the model revision with uncertain evidence.

We begin the paper with a discussion of criteria that can be used to evaluate reliability of information sources (Section 2). We discuss belief revision based on sources’ reliability in Section 3 and belief revision based on summary statistics in Section 4. In Section 5 belief revision is applied to a complex probabilistic model. The revision of model parameters is discussed in Section 6. It is generalized to model revision in Section 7. We conclude the paper with general recommendations for dealing with uncertain evidence.

2 Reliability of information sources

For simplicity assume that a partially reliable source $T$ reports about an event $A$ that has two possible outcomes only: yes or no. The report can be also only yes or no. Four situations are possible:

- the source reports yes when event $A$ actually happened,
- the source reports no when event $A$ actually did not happen,
- the source reports no when event $A$ actually happened, and
- the source reports yes when event $A$ actually did not happen.

To evaluate reliability of an information source we can count how often the four situations discussed above happened. Generally we can create a $2 \times 2$ contingency table, see Table 1.2.

$$\begin{array}{c|cc}
 A & A = yes & A = no \\
 T = yes & tp & fp \\
 T = no & fn & tn \\
\end{array}$$

Table 1. Values of $n \cdot P(A, T)$

Usually, these statistics are used to compute an evaluation criteria. The most common criteria are defined in Table 2. Sometimes, in different domains the criteria have different names. Note that these criteria can be generalized to variables with more than two outcomes.

Remark 1. The values of sensitivity and specificity need not be based on relative frequencies. Within a subjective probability framework they are subjective beliefs of an expert or a model designer.

$^2$ $tp$ stands for the number of true positive reports, $fp$ for false positive, $fn$ for false negative, and $tn$ for true negative.
Table 2.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>( P(A = T) = \frac{tp + fn}{tp + fp + fn + tn} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive predictive value (precision)</td>
<td>( P(A = yes \mid T = yes) = \frac{tp}{tp + fp} )</td>
</tr>
<tr>
<td>Negative predictive value</td>
<td>( P(A = no \mid T = no) = \frac{tn}{tn + fn} )</td>
</tr>
<tr>
<td>True positive rate (recall or sensitivity)</td>
<td>( P(T = yes \mid A = yes) = \frac{tp}{tp + fn} )</td>
</tr>
<tr>
<td>True negative rate (specificity)</td>
<td>( P(T = no \mid A = no) = \frac{tn}{tn + fp} )</td>
</tr>
<tr>
<td>False positive rate</td>
<td>( P(T = yes \mid A = no) = \frac{fp}{fp + tn} )</td>
</tr>
<tr>
<td>False negative rate</td>
<td>( P(T = no \mid A = yes) = \frac{fn}{fn + tp} )</td>
</tr>
</tbody>
</table>

3 Belief revision based on sources’ reliability

In this section we will use sensitivity and specificity to measure reliability of a test or an information source. Observe that these two criteria (together with their complements) define all values of the conditional probability distribution \( P(T \mid A) \).

Let variable \( A \) denote the true state of a patient. It has only two states yes (meaning that the patient has an illness \( A \)) and no (which is just the complement to yes). Assume a prior probability of the illness \( A \) among the patients that are tested is 0.2. Assume the result of a medical test \( T_1 \) is positive \((T_1 = yes)\) and both the sensitivity and the specificity of test \( T_1 \) is known to be 70%, i.e., \( P(T_1 = yes \mid A = yes) = 0.7 \) and \( P(T_1 = no \mid A = no) = 0.7 \). Then we can revise the probability of patient’s state using the Bayes rule. Thus we compute the posterior probability as

\[
P(A = yes \mid T_1 = yes) = c \cdot P(T_1 = yes \mid A = yes) \cdot P(A = yes)
\]

\[
P(A = no \mid T_1 = yes) = c \cdot P(T_1 = yes \mid A = no) \cdot P(A = no)
\]

where \( c \) is the normalization constant defined so that \( P(A = yes \mid T_1 = yes) + P(A = no \mid T_1 = yes) = 1 \). In our example

\[
P(A = yes \mid T_1 = yes) = c \cdot 0.7 \cdot 0.2 = c \cdot 0.14 = \frac{7}{19}
\]

\[
P(A = no \mid T_1 = yes) = c \cdot 0.3 \cdot 0.8 = c \cdot 0.24 = \frac{12}{19}
\]

The method where the reported uncertainty is in the form of

- sensitivity of \( T_1 \),
- specificity of \( T_1 \), and
- an observed result \( T_1 = t_1 \)

is called virtual evidence method. It was introduced by Pearl [9] as a method for belief revision with uncertain evidence.
If we were to decide whether the patient is sick or not we would choose the more probable value, i.e. \( A = \text{no} \) Since there is quite uncertainty about \( A \) we decide to do a second test \( T_2 \) that has quite low sensitivity \( P(T_1 = \text{yes} \mid A = \text{yes}) = 0.6 \) but relatively high specificity \( P(T_1 = \text{no} \mid A = \text{no}) = 0.9 \). Assume the test result is positive again.

The question is how should we combine the results of two tests together. The problem is simplified if we can make the assumption of conditional independence of two tests given the patient’s state, i.e. if there are no other interactions between the tests than those given by the presence or the absence of the tested illness. In such a case for all \((t_1, t_2, a) \in \{\text{yes, no}\}^3\):

\[
P(A = a, T_1 = t_1, T_2 = t_2) = P(T_1 = t_1, T_2 = t_2 \mid A = a) \cdot P(A = a)
\]

\[
= P(T_1 = t_1 \mid A = a) \cdot P(T_2 = t_2 \mid A = a) \cdot P(A = a) . \tag{6}
\]

This relation can be visualized using a Bayesian network with structure given in Figure 1.

![Figure 1. Two sources report about A.](image)

Using the Bayes rule and the assumption of conditional independence of tests given the patient’s state we can compute the posterior probability as

\[
P(A = \text{yes} \mid T_1 = \text{yes}, T_2 = \text{yes}) = c \cdot P(T_1 = \text{yes}, T_2 = \text{yes}, A = \text{yes})
\]

\[
= c \cdot P(A = \text{yes}) \cdot P(T_1 = \text{yes} \mid A = \text{yes}) \cdot P(T_2 = \text{yes} \mid A = \text{yes}) \tag{7}
\]

\[
P(A = \text{no} \mid T_1 = \text{yes}, T_2 = \text{yes}) = c \cdot P(T_1 = \text{yes}, T_2 = \text{yes}, A = \text{no})
\]

\[
= c \cdot P(A = \text{no}) \cdot P(T_1 = \text{yes} \mid A = \text{no}) \cdot P(T_2 = \text{yes} \mid A = \text{no}) . \tag{8}
\]

where \( c \) is again the normalization constant. In our example

\[
P(A = \text{yes} \mid T_1 = \text{yes}, T_2 = \text{yes}) = c \cdot 0.7 \cdot 0.6 \cdot 0.2 = c \cdot 0.084 = \frac{7}{9} \tag{9}
\]

\[
P(A = \text{no} \mid T_1 = \text{yes}, T_2 = \text{yes}) = c \cdot 0.3 \cdot 0.1 \cdot 0.8 = c \cdot 0.024 = \frac{2}{9} \tag{10}
\]
If we are to decide then we choose $A = \text{yes}$ since $P(A = \text{yes} \mid T_1 = \text{yes}, T_2 = \text{yes}) > P(A = \text{no} \mid T_1 = \text{yes}, T_2 = \text{yes})$. Note that the uncertainty about the states of $A$ has substantially decreased.

4 Belief revision based on summary statistics

If in the example from the previous section all tests have the same sensitivity $P(T_i = \text{yes} \mid A = \text{yes})$ and specificity $P(T_i = \text{no} \mid A = \text{no})$ then we can use $n(a), a \in \{\text{yes, no} \}$ - the number of tests with result $a$ - as a summary statistics. Let $n = \sum_a n(a)$. The revised beliefs in $A$ are (for $a = \text{yes, no}$)

$$P(A = a \mid t) = c \cdot P(A = a) \cdot \left( \frac{P(T_i = a \mid A = a)^{n(a)}}{(1 - P(T_i = a \mid A = a))^{n - n(a)}} \right). \quad (11)$$

Now we will regard several experts $E_i, i = 1, \ldots, \ell$ and assume that each expert $E_i$ performed tests $T_{ij}^i, j = 1, \ldots, n_i$ with observed results $t_i = (t_{ij}^i, \ldots, t_{n_i}^i)$ and reports $P(E_i = \text{yes} \mid t_i)$ what she believes should be the final belief about $A$ after her report is taken into account. Further assume that each expert $E_i$ used the virtual evidence method (discussed in Section 3) to combine the observed results using the sensitivity and the specificity of each test by computing

$$P(E_i = a \mid t_i) = c_i \cdot P(A = a) \cdot \left( \frac{\prod_{j \in J_i(a)} P(T_{ij}^i = a \mid A = a)}{\prod_{j \in J_i(a)} 1 - P(T_{ij}^i = a \mid A = a)} \right), \quad (12)$$

where $J_i = \{1, \ldots, n_i\}, J_i(a) = \{j \in J_i : t_{ij}^i = a\}, P(T_{ij}^i = \text{yes} \mid A = \text{yes})$ is the sensitivity of $T_{ij}^i, P(T_{ij}^i = \text{no} \mid A = \text{no})$ is the specificity of test $T_{ij}^i$, and $c_i$ is the normalization constant.

Assume that all tests performed by all experts are independent given the state of $A$. An example of a Bayesian network model corresponding to tests made by two experts $E_1$ and $E_2$ is given in Figure 2.

If we want to combine reports from experts $E_1, \ldots, E_\ell$ then, first, we must discard the prior information$^3$ $P(A = a)$ included $\ell$-times and then we can simply multiply the terms altogether with the prior information:

$$P(A = a \mid t) = c \cdot P(A = a) \cdot \prod_{i=1}^{\ell} \frac{P(E_i = a \mid t_i)}{P(A = a)}. \quad (13)$$

5 Belief revision in a complex probabilistic model

Quite often, we are interested not only in one variable, but in a whole set of variables $V$ that are interdependent. Within the probability framework the dependency is represented by a probabilistic model. If all variables are finite-valued

$^3$ We assume that all experts use the same prior information.
then the probabilistic model is a discrete probability distribution $P(V)$ that defines probability values for all combinations of states of variables from $V$.

In such a model a change of beliefs about one variable, say $A$, has an impact on beliefs about all variables dependent on $A$. If an expert $E_1$ reports $P(E_1)$, which she believes should be the probability of $A$ after her report is taken into account, then the formula used for updating the whole model $P(V)$ to $P'(V)$ is called Jeffrey’s rule [6]. Let $V' = V \setminus \{A\}$, $v'$ be a combination of variables from $V'$, and $a$ a value of $A$. The Jeffrey’s rule is (for all combinations of $v', a$):

$$P'(V' = v', A = a) = P(V' = v', A = a) \cdot \frac{P(E_1 = a)}{P(A = a)}$$

(14)

The basic principle underlying this rule is the principle of probability kinematics, which can be viewed as a principle that aims at minimizing belief change in the model\(^4\). In [1] it is shown that also the method of virtual evidence commits to this principle and that the difference between these two methods is the way uncertain evidence is specified. In the virtual evidence method we specify sensitivity, specificity, and an observed outcome, while when using the Jeffrey’s rule we specify the resulting effect.

We will exploit this correspondence when we have a complicated situation when several experts have different opinion on what the values of $P'(A)$ should be after the revision. We will assume that each expert opinion $P(E_i)$, $i = 1, \ldots, \ell$ about $A$ is based on a (possibly only virtual) test and combined with prior probability $P(A)$ as described in Section 4. Then we can follow the approach discussed in Section 4 and proceed using formula 13 in the following way:

\(^4\) Note that it holds that $P'(V' \mid A) = P(V' \mid A)$ while $P'(A) = P(E_1)$. 

---

**Fig. 2.** Two experts report test results.
- discard the influence of the prior probability from the experts opinions, i.e. for $i = 1, \ldots, \ell$ and for all states $a$ of $A$

\[ P'(E_i = a) = \frac{P(E_i = a)}{P(A = a)} \quad \text{and} \quad \text{(15)} \]

- use the modified distribution to compute for all combinations of $v', a$

\[ P'(V' = v', A = a) \propto P(V' = v', A = a) \cdot \prod_{i=1}^{\ell} P'(E_i = a) . \quad \text{(16)} \]

This method can be used even if the expert reports are only partially overlapping or not overlapping at all, e.g. when $E_1$ and $E_2$ report about two different variables $A$ and $B$. Now, let $V' = V \setminus \{A, B\}$. Then the formula for the updated model is

\[
P'(V' = v', A = a, B = b) \propto P(V' = v', A = a, B = b) \cdot \frac{P(E_1 = a) \cdot P(E_2 = b)}{P(A = a) \cdot P(B = b)}. \quad \text{(17)}
\]

\[
P'(V' = v', A = a, B = b) \propto P(V' = v', A = a, B = b) \cdot \frac{P(E_1 = a) \cdot P(E_2 = b)}{P(A = a) \cdot P(B = b)}. \quad \text{(18)}
\]

If $A$ and $B$ are dependent in the probabilistic model $P(V)$ then it may happen that $P'(A) \neq P(E_1)$ and $P'(B) \neq P(E_2)$. It is all right since, typically, the experts can not take the information from the other experts into account (for example, because the experts report at the same time).

6 Revision of model parameters

Now, assume the variables of interest are parameters of a probabilistic model - for example, sensitivity $R = P(T = yes \mid A = yes)$ of a test $T$ of an illness $A$ and specificity $S = P(T = no \mid A = no)$ of the same test$^5$. Note that these variables are continuous with states $r, s \in (0, 1)$. Now $P(R = r)$ and $P(S = s)$ are probability density functions, which means that $\int_{0}^{1} P(R = r) \, dr = 1$ and $\int_{0}^{1} P(S = s) \, ds = 1$.

Assume two experts independently evaluated one test $T$ - both of them performed several tests on patients with known diagnosis (on both - sick and non-sick patients) with the observed results being $t_i$ for expert $i$. They report their estimates of $r$ and $s$ computed as relative frequencies ($i = 1, 2$):

\[
\tilde{r}_i = \hat{P}(T = yes \mid A = yes, t_i) = \frac{n_i(T = yes, A = yes)}{n_i(A = yes)}, \quad \text{(19)}
\]

\[
\tilde{s}_i = \hat{P}(T = no \mid A = no, t_i) = \frac{n_i(T = no, T = no)}{n_i(A = no)}, \quad \text{(20)}
\]

where $n_i(t, a)$ denotes the number of occurrence of $T = t, A = a$ observed by expert $E_i$, $n_i(A = a) = \sum_t n_i(T = t, A = a)$, and $n_i = \sum_a n_i(A = a)$.

$^5$ We assume that the test properties are stable.
Again assume that results of performed tests are independent given the illness \( A \).
Experimental data \( t = \{t_1, t_2\} \) satisfying the assumptions given above are called identically independently distributed (i.i.d.) data. The posterior probability

\[
P(R = r \mid t) = c_r \cdot P(R = r) \cdot \prod_{i=1}^{2} p^{n_i(T = yes, A = yes)}(T = no, A = yes), \quad (1 - r)^{-n_i(T = no, A = yes)} \quad (21)
\]

\[
P(S = s \mid t) = c_s \cdot P(S = s) \cdot \prod_{i=1}^{2} p^{n_i(T = no, A = no)}(T = yes, A = no), \quad (1 - r)^{-n_i(T = yes, A = no)} \quad (22)
\]

A task is to estimate most probable values \( \hat{r}, \hat{s} \) of variables \( R \) and \( S \) given the data \( t \), i.e. to find

\[
\hat{r} = \arg \max_r P(R = r \mid t) \quad (23)
\]

\[
\hat{s} = \arg \max_s P(S = s \mid t) \quad (24)
\]

These parameters are then called maximum likelihood estimates of \( r \) and \( s \).
In our example after little algebra\(^6\) we get that

\[
\hat{r} = \frac{n_1(A = yes)}{n_1(A = yes) + n_2(A = yes)} \cdot \hat{r}_1 + \frac{n_2(A = yes)}{n_1(A = yes) + n_2(A = yes)} \cdot \hat{r}_2 = w_1(\text{yes}) \cdot \hat{r}_1 + (1 - w_1(\text{yes})) \cdot \hat{r}_2 \quad (25)
\]

Thus, we combined expert information using a weighted arithmetic average. Similarly, we can get the formula for the maximum likelihood estimate of \( s \).

**Second order probabilities**

Observe that there would be no difference if both experts performed ten or ten thousand experiments and got the same values of \( \hat{r}_1 \) and \( \hat{r}_2 \). Intuitively, results based on more experiments should be more reliable. In order to be able to represent uncertainty about the values of \( R \) we would need (instead of computing only the most likely value \( \hat{r} \)) to update a prior distribution \( P(R) \) using the Bayes rule. This is the basic idea of Bayesian statistics \( [5] \), where probability distributions of model parameters are used instead of their single values. It is convenient to assume that the prior distribution has the form

\[
P(R = r) = c_0 \cdot p^{n_0(T = yes, A = yes)}(T = no, A = yes), \quad (1 - r)^{-n_0(T = no, A = yes)} \quad (26)
\]

Observe that if \( n_0(T = yes, A = yes) = n_0(T = no, A = yes) = 0 \) we have a uniform distribution. In Figure 3 the posterior distributions for \( n_1(A = yes) = n_2(A = yes) = 2 \) and for \( n_1(A = yes) = n_2(A = yes) = 10 \) are displayed. In both cases \( \hat{r}_1 = 0.7 \) and \( \hat{r}_2 = 0.8 \) and the prior distribution is uniform. Observe that in both cases \( \hat{r} = 0.75 \) but the probability mass is distributed differently. We can see that the probability mass is concentrated more around the value 0.75 in the latter case.

\(^6\) For simplicity we assume a uniform priors \( P(R = r) \) and \( P(S = s) \).
Comparisons with belief revision

Assume again a simple example where two experts performed several times a test $T$ of an illness $A$ (both variables have only two states \textit{yes} and \textit{no}).

Next we will show that it is important to distinguish whether we use expert reports to update our belief about a variable (Section 4) or whether we want to revise a parameter of our model (this section).

In the former case each expert $E_i$ perform tests on the same individual and report the number of positive results $n_i(T = \text{yes})$ and the number of negative results $n_i(T = \text{no})$. We define $n_i = n_i(T = \text{yes}) + n_i(T = \text{no})$. We use the known sensitivity and specificity $P(T = a \mid A = a), a \in \{\text{yes, no}\}$ to combine information from two experts using formula 13. In case of uniform $P(A)$ the formula reduces (for $a \in \{\text{yes, no}\}$) to

\[
P(A = a \mid t) \propto P(T = a \mid A = a)^{n_1(T = a)} \cdot (1 - P(T = a \mid A = a))^{n_2(T = a)} \\
\quad \cdot P(T = a \mid A = a)^{n_1(T = a)} \cdot (1 - P(T = a \mid A = a))^{n_2(T = a)} \\
\propto P(E_1 = a \mid t_1) \cdot P(E_2 = a \mid t_2)
\]

which means we combine the information using multiplication. Note that in this case $P(A = a \mid t)$ provides information about the tested individual.

In the latter case each expert $E_i$ perform test $T$ on several different individuals. Each expert counts the number $n_i(T = \text{yes}, A = \text{yes})$ of positive results for the sick individuals, the number $n_i(T = \text{no}, A = \text{no})$ of positive results for the non-sick individuals, and total number of tested sick $n_i(A = \text{yes})$ and non-sick $n_i(A = \text{no})$ individuals. This information is used to estimate $P(T = a \mid A = a, t_i), i \in \{1, 2\}, a \in \{\text{yes, no}\}$ using formulas 19 and 20. If the priors $P(T \mid A)$ are uniform then the maximum likelihood estimates of sensitivity (formula 25) and specificity are for $a \in \{\text{yes, no}\}$

\[
\hat{P}(T = a \mid A = a, t) \propto w_1(a) \cdot P(T = a \mid A = a, t_1) \\
+ w_2(a) \cdot P(T = a \mid A = a, t_2),
\]

(27)
which means we combine the information using addition. Note that in this case \( P(T = a \mid A = a, t) \) is the parameter estimate for the whole population of tested individuals.

The difference in handling the information provided by experts is theoretically well founded. In the area of artificial intelligence different methods for fusing expert information are studied, in some of the proposals only intuitive reasons for the use of a kind of average are given.

7 Model revision

We will use a simple example to illustrate the method that can be used to revise original model \( P_0(V) \), where \( V = \{A, B, C\} \) and \( A, B, \) and \( C \) are three variables whose relations we would like to model in a model \( P(V) \). For example \( A \) is age, \( B \) religion, and \( C \) is political orientation. We conduct a small survey and get data about \( n_0 \) individuals. We use the data to create the original model

\[
P_0(a, b, c) = \frac{n_0(a, b, c)}{n_0}.
\]

Since the population that participated in our survey was only a small subsample of the whole population we would like to revise our model so that it fits the whole population. The information available about the whole population is provided by a census bureau that have made a census or an opinion poll, each of them containing only a two-dimensional subset of \( \{A, B, C\} \). For example, a census provided information about relation between age and religion, an opinion poll provided information about age and political orientation, and another opinion poll about religion and political orientation. Only the small survey we conducted provided information about all three variables at the same time. The data patterns are illustrated in Figure 4.

\[
\begin{array}{ccc}
1 & a & b & c \\
\vdots & \vdots & \vdots & \vdots \\
n_0 & \vdots & \vdots & \vdots \\
\hline
1 & a & b & ? \\
\vdots & \vdots & \vdots & \vdots \\
n_1 & \vdots & \vdots & \vdots \\
\hline
1 & ? & b & c \\
\vdots & \vdots & \vdots & \vdots \\
n_2 & \vdots & \vdots & \vdots \\
\hline
1 & a & ? & c \\
\vdots & \vdots & \vdots & \vdots \\
n_3 & \vdots & \vdots & \vdots \\
\end{array}
\]

\textbf{Fig. 4. Data patterns}

We can represent the data from the census bureau by probability distributions \( P_1(A, B), P_2(B, C), \) and \( P_3(A, C) \) computed as:

\[
P_1(A, B) = \frac{n_1(a, b)}{n_1}, \quad P_2(B, C) = \frac{n_2(b, c)}{n_2}, \quad P_3(A, C) = \frac{n_3(a, c)}{n_3}.
\]
8. Conclusions

In this paper, we discussed belief and model revision with uncertain evidence. We conclude by summarizing the lessons we have learned.

First, when dealing with uncertain evidence, we should consider what the information sources actually report about; it is their reliability and how observed information is inferred. In the first case we should use the weighted evidence method, and in the second case we should revise the beliefs using Jeffrey's rule.

This formula can be used to define an iterative procedure that converges to a distribution satisfying the necessary condition for the probability distribution, $P(a,b,c)$, of the probability distribution $P_i$ computed from a complete sample. It is helpful, otherwise, the uniform probability distribution is often used as the starting point. In each step, the uniform probability distribution $P_i$ from the previous step is used as the starting point. In the previous step $P_i$ is computed from a complete sample. It is helpful, otherwise, the uniform probability distribution is often used as the starting point. In each step, the uniform probability distribution $P_i$ from the previous step is used as the starting point. In the previous step $P_i$ is computed from a complete sample. It is helpful, otherwise, the uniform probability distribution is often used as the starting point. In each step, the uniform probability distribution $P_i$ from the previous step is used as the starting point.
Second, we must make a clear distinction whether the information sources provide their beliefs about an individual or about a parameter of a general model, which typically is the value of an entry in a conditional probability distribution. The first case corresponds to belief revision while the second to model revision.

Third, it is important to realize whether we are interested in the most likely value of a variable or a model parameter or whether we prefer to know the probability distribution over their values. This difference is reflected by the methods we use: maximum likelihood estimation or Bayesian statistics.

Finally, in Section 7 we gave an example of how we should revise a model when new information is provided in the form of probability distributions defined on different subsets of variables from the model.
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