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During World War II, a Mass achusetts Institute of 
Tec hnology professor named Norbert Wiener 
worked on the automatic control of a cannon. In 
1948, Wiener1 coined the term cybernetics and wrote 

about computers:

… we are already in a position 
to construct artificial ma-
chines of almost any degree of 
elaborateness of performance. 
Long before Nagasaki and 
the public awareness of the 
atomic bomb, it had occurred 
to me that we were here in 
the presence of another social 
potentiality of unheard-of im-
portance for good and for evil. 

Terry Bynum2 cites Wiener’s 
work in 1948 and in his later book in 
19503 as the start of computer eth-
ics as a scholarly field. Even in this 
early work, we see the importance of 

artificial intelligence (AI) issues inside computer ethics, 
although the formal study of AI is often traced back later 
to 1955.4,5

Lately, the idea of exploring ethical issues in AI seems 
commonplace, but it was not always so. We searched Google 
Scholar for articles or books with a title that includes (“ethics” 
or “ethical”) and (“AI” or “artificial intelligence”). We got the 
counts shown in Table 1 and Figure 1 for the years 1985 (when 
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Artificial intelligence (AI) ethics has become a 

hot topic in the popular press and in scholarly 

writing. In this column, five noted scholars give 

their opinions on what AI issues will become 

important in the foreseeable future.  
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the first such article arrived6) through 
2020. The count for 2020 is only a partial 
count, up to when this article was written.

Even though the scholarly litera-
ture on AI ethics was limited until the 
last few years, popular culture was far 
more engaged in issues related to what 
we now call AI. The term robot is often 
traced back to a 1920 play by Karel Capek7

called R.U.R. about automated beings re-
volting against the human race. Isaac 
Asimov’s Three Laws of Robotics,8 later 
expanded to four laws, have generated 
debate for decades. Even a short list of 
films involving AI9 is impressive for their 
treatment of human interactions with AI: 
Metropolis, released in 1927; The Day the 
Earth Stood Still, 1951; 2001: A Space Od-
yssey, 1968; Westworld, 1973; Star Wars, 
1977; War Games, 1983; The Terminator, 
1984; Short Circuit, 1986; Star Trek Gen-
erations, 1994; The Matrix, 1999; AI: Ar-
tificial Intelligence, 2001; I,  Robot, 2004; 
WALL-E, 2008; Robot and Frank, 2012; 
Ex Machina, 2015; Blade Runner 2049, 
2017; and many others. Similarly, tele-
vision and steaming movies have taken 
up these themes with a vengeance.10 In 
some sense, scholarly interest is merely 
catching up to popular culture in its fo-
cus on ethical issues and AI.

LOOKING FORWARD: WHAT 
ARE SOME IMPORTANT 
ISSUES TO EXPLORE?
When there is a sudden burst of interest 
(and publications) in a field, it is import-
ant to pay attention to the most signif-
icant issues and trends. Otherwise, we 
can be overwhelmed by minutia and 
spurious, overhyped speculations.11

Many issues in AI ethics are by no 
means closed questions that have al-
ready been authoritatively resolved. 
Instead, there is a wide array of conten-
tious arguments which we expect to 
continue for decades. To give Computer 
readers a closer look at three of these 
contentious issues, we describe three 
sets of questions that we think are, and 

will continue to be, significant AI eth-
ics issues in the foreseeable future.

Issue 1. The ethics of exclusion: 
Deciding who should have a seat 
at the table when AI systems 
are being designed (Jason 
Borenstein and Ayanna Howard)
Many serious ethical challenges are 
emerging in relation to AI systems. 
Among them is how to identify and 

mitigate different types of biases em-
bedded in the technology.12 There are 
also ethical concerns about the dispro-
portionately harmful impacts AI sys-
tems are having on the poor, individuals 
who reflect gender diversity, and peo-
ple of color.13 Moreover, the “dual use” 
potential of AI systems is a real worry 
in the sense that a presumably benefi-
cial AI could be maliciously twisted to 
cause deliberate harm to the public.14

TABLE 1. The counts of Google Scholar citations with (“AI” or 
“artificial intelligence”) and (“ethics” or “ethical”) in the title.

Year Count Year Count Year Count Year Count

1985 1 1994 0 2003 4 2012 7

1986 1 1995 0 2004 3 2013 5

1987 0 1996 0 2005 6 2014 12

1988 0 1997 0 2006 2 2015 10

1989 0 1998 3 2007 2 2016 21

1990 0 1999 1 2008 6 2017 45

1991 1 2000 4 2009 2 2018 128

1992 0 2001 0 2010 2 2019 334

1993 0 2002 1 2011 8 2020 342
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FIGURE 1. The counts of Google Scholar citations with (“AI” or “artificial intelligence”) 
and  (“ethics” or “ethical”) in the title.
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Along these lines, an AI system that 
can recommend medical services based 
on positively maximizing an individu-
al’s health outcomes can also be used to 
turn away those same individuals from 
receiving comparable benefits to max-
imize a hospital’s revenue stream. Yet 
in this piece, we want to draw attention 
to a different issue: one that underlies 
many of these and other concerns in the 
realm of AI ethics. It is the overarching 
question of who should be involved in 
the process of designing AI systems. 
Given the widespread impacts that AI 
systems are having on our lives (both 
personally and professionally) and how 
powerful they are in terms of shaping 
society, drawing attention to who has a 

seat at the table during the design pro-
cess is crucial. We contend that it is one 
of the most pressing ethical issues per-
taining to AI of our time. Deployment 
and use decisions are, of course, crucial 
to examine as well, but for our purposes 
here, we limit the scope to design.

Those involved in designing com-
puting devices are typically trained in 
computer science, engineering, or a re-
lated discipline. Of course, the exper-
tise those disciplines provide is nec-
essary, but not sufficient, to the task 
of designing AI systems. These spe-
cialized realms do not consistently ex-
pose students to societal implications 
interconnected with their future pro-
fessional work. Moreover, computer 
scientists, engineers, and others may 
carry with them assumptions about 
the value neutrality of technology. 
The commonly held idea that technol-
ogy is “value-free” can contribute, as a 
by-product, to the notion that AI will 
be better than human decision mak-
ers. Yet what such beliefs can obscure 
is that values (from the designer) are 
being embedded in technology during 

the design process. For example, a 
designer might train and validate an 
algorithm’s output for results biased 
against one group, but that doesn’t 
mean the designer has tested for bias 
against another type of group or even 
thinks that it is necessary to do so. 
This is also true when a designer does 
not consider the intersectionality of 
identity attributes. A value-free tool 
in terms of gender may seem fairly ac-
curate with respect to women, but that 
does not necessarily mean it works 
well with Black or Asian women.

Like the rest of us, a designer is a 
fallible, biased human being. Thus, a 
strategy is needed for sincerely iden-
tifying and acknowledging personal 

values and overcoming biases (or 
other shortcomings) when conducting 
research or designing new technolo-
gies. AI cannot achieve the lofty goal 
of making “better” decisions than hu-
mans, assuming that it is even possible, 
unless diverse voices come together 
to contribute to the designed solution. 
Identifying one’s own personal biases 
is difficult to achieve when everyone 
in the room has a similar background. 
And it is hard to unwrap one’s biases if 
everyone has similar experiences and 
similar blind spots. For one, group-
think is likely to result. We (the au-
thors) are not necessarily claiming 
that designers have bad intent; they 
probably do not. Many are seeking to 
promote “responsible computer sci-
ence,” computing for good, or other 
worthwhile initiatives. But AI and its 
applications are so complex and reach-
ing into so many facets of our lives that 
no singular person, discipline, or field 
is equipped to understand and repre-
sent the perspectives that should be in-
cluded in the design process. It is only 
when we are confronted with different 

voices, backgrounds, and perspectives 
that, together, we can make a con-
certed, collective effort to improve.    

So, given this state of affairs, the 
question thus becomes: “Who does 
and who should have a seat at the table 
when AI systems are being designed?” 
We unpack this question into its two 
component parts: 1) who is currently 
involved in designing AI systems and 
2) who should be involved. In terms of 
who is currently involved, it is largely 
computer scientists and engineers. A 
typical profile of an AI designer is a per-
son situated in a corporate setting in a 
relatively wealthy region of the world. 
Present-day AI designers are predomi-
nately White or Asian males.15

This leads to the harder question, 
“Who should be involved?” Recogniz-
ing the ways in which AI is profoundly 
changing the world (often in troubling 
ways), we make the case that the AI 
design process should be more diverse 
and inclusive in several senses. This 
includes striving for more disciplinary 
diversity among the people taking 
part in the design process. Sociology, 
economics, philosophy, the law, gen-
der and race studies, and public pol-
icy (among other fields) have valuable 
insights to share. Diversity in terms 
of the gender and race of designers is 
also crucially important; the exam-
ples resulting from AI design failures 
(in part due to the lack of diversity in 
this sense) are distressing and un-
fortunately too common, ranging, 
for instance, from facial recognition 
failures16 to health-care treatment 
errors.17 Aiming for regional diver-
sity is essential as well. Too often, for 
example, the Global South finds itself 
excluded from decisions about emerg-
ing technologies generally, and more 
recently, AI.18 Finally, it is not just 
about the designers themselves; it is 
about who they are interacting with 
during the design process and when. 
Potential users and, more broadly, the 
public must authentically be a part of 
the picture. A seismic philosophical 
shift should occur from “What can 
we design for you?” to “What can we 

Those involved in designing computing devices  
are typically trained in computer science, 

engineering, or a related discipline.
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design with you?” so that AI is more 
authentically aligned with what is 
good for humanity.

And now comes another, even more 
difficult, question: “How do we effec-
tively manage the process so that those 
who should be involved have a seat at 
the table?” Companies and organiza-
tions have tried to move the needle 
over the last few years, but the needle 
has only twitched a little. Sending the 
message that “we welcome you” does 
not resolve the issue if participation 
is mere tokenism and has no teeth to 
produce change. There are no simple 
solutions to be had for this problem. 
Yet what may help is a cultural shift 
in thinking, which acknowledges that 
finding solutions to what originally 
seemed like a “technical” design chal-
lenge requires engaging with individ-
uals and communities who are not tra-
ditionally represented.

Issue 2. The ethics of research and 
development: The training and 
deployment of AI systems (Marty 
J. Wolf and Frances S. Grodzinsky)
Tay was an AI chatbot developed by 
Microsoft with a goal of learning hu-
man speech patterns. Within 24 h, Mi-
crosoft researchers had to shut it down 
when malicious users “taught” Tay to 
produce and publish anti-Semitic hate 
speech. In Wolf et al.,19 we argue that 
AI, or any software that learns, creates 
additional risk and places the burden 
of additional responsibility on not only 
the software developers who write the 
AI but also on those who oversee the 
training of the AI as well. Much of 
this stems from our concern that it is 
human subjects who interact with AI 
systems. This was the case with Tay. 
Designers did not sufficiently assess 
the risks to people who came from 
unleashing it on the open Internet 
instead of in a closed environment, 
where it could be closely monitored.

In the United States and many other 
countries, research on human subjects 
has a storied past. The notorious 1936 
Tuskegee Syphilis Study serves as a 
marker of how not to conduct research 

involving human subjects. It also 
serves as a reminder that not all experi-
ments should be conducted.

Since that time, a rich set of stan-
dards has been developed for research 
involving human subjects. Policies and 
procedures exist in those institutions 
where they can be enforced. U.S. uni-
versities that get any sort of funding 
from the U.S. federal government are 
obligated to ensure that all research 
that takes place at the university and 
involves human subjects meets those 
standards. In response, most universi-
ties around the world have established 
an institutional review board (IRB) or 
a similar board that must be consulted 

at the beginning of a project involving 
human subjects. Prior to beginning 
any data collection, the research plan 
for the project must meet those mini-
mum standards.

The job of the IRB is to ensure that 
the research procedures are designed 
in such a way that subjects are not ex-
posed to any risk beyond that encoun-
tered in normal daily life. The IRB is 
responsible for considering physical, 
psychological, and social risks. Since 
the IRB must give its approval for the 
project to go forward, it is in the best 
interest of those proposing the exper-
iment to consider and address these 
risks. Privacy and confidentiality are 
two additional pertinent consider-
ations of the IRB. The protocols and 
researchers themselves are responsi-
ble for ensuring that confidential in-
formation, such as names and salient 
identifying data, are not disclosed out-
side of the research team. There must 
also be provisions that protect the con-
fidentiality of subjects whose informa-
tion is to be retained over an extended 

period of time. The case of Tay raises 
two problems for us: First, what hap-
pens when the project comes out of 
private industry? Is there and, if not, 
should there be the same kind of 
oversight? And, secondly, what hap-
pens, as in the case of Tay, when the 
human subjects involved are not spe-
cifically defined, but rather general 
Internet users?

There are two other considerations 
worthy of note in the context of the 
development of AI on university cam-
puses. Traditionally, computer science 
faculty have not engaged in research 
involving human subjects. Thus, within 
computer science departments there is 

no culture of considering the impact of 
“technical” computer science research 
on people, as would be common in so-
cial science or biology research, for 
example. The second problem arises, 
at least potentially, when a computer 
science project is presented to an IRB. 
Those on the panel may likely have 
insufficient experience with or under-
standing about the complexities of AI, 
which is necessary to evaluate the pro-
posal with respect to the risks the sub-
jects and society would be subjected to 
by the research.

Thankfully, many universities have 
begun to address these and other 
shortcomings (for example, under-
standing confidentiality risks arising 
from “anonymous” data being com-
bined with publicly available data) in 
the IRB approval process. It is clearly 
a work in progress. Yet it serves as a 
model to address an even bigger prob-
lem in the development of AI.

Many of those now working in in-
dustry who have come out of computer 
science programs are still subject to 

The job of the IRB is to ensure that the research 
procedures are designed in such a way that 

subjects are not exposed to any risk beyond that 
encountered in normal daily life.
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this technical view of computing. 
Their view lines up with the defini-
tion of weak AI (as opposed to strong 
AI). In particular, they understand 
developing AI as functional, that is, 
performing a task. In that light, they 
set a goal and write software using 
standard, well-understood software 
development methodologies. While 
these methodologies may be appro-
priate for standard software, it is not 
clear that they work well or are consid-
ered to be best practice when the soft-
ware being developed is designed as 
self-learning, either partially or fully 

modifiable.20 Microsoft developers 
who deployed Tay and, subsequently, 
removed it from the Web did not con-
sider the risks to those merely viewing 
the posts when Tay unleashed its hate-
ful speech. Should we ascribe respon-
sibility to Microsoft developers for this 
incident? Tay was quite specific as to its 
mission to change its behavior in real 
time according to what it learned from 
user responses and other information 
on Twitter and to publicly display its 
Twitter responses. Risk assessment 
did not address the larger sociotechni-
cal context of Twitter and its users; nor 
did it simulate in a closed environment 
what would happen if learning pro-
duced offensive speech. There were not 
adequate controls for the downstream 
users as, apparently, Tay learned from 
all users after deployment.19 This anal-
ysis points strongly in favor of looking 
at a broader context when designing 
AI applications. At this point, software 
developers may not even realize that 
they need to consider the impact the AI 
may have on those whose data are used 
to train it, on those who are subject to 
its output, or on society as a whole. As 
previously mentioned by Bornstein 
and Howard, the “dual use” of AI needs 

serious consideration in the ethical 
analysis. There is a shared ethical re-
sponsibility among those who develop 
the AI, those who train it, and those who 
deploy it as they position it for use in a 
global, sociotechnical environment.

At the beginning of this section, we 
were reminded that the Tuskegee Syph-
ilis Study was a study that should not 
have been conducted. Given the exper-
imental nature of AI research, devel-
opment, training, and deployment, it 
is safe to suppose that not all AI ought 
to be developed. Each project requires 
that those involved give serious consid-

eration to the question of whether the 
project even ought to be. Any project 
must not move forward until there is 
a clear and convincing argument that 
humanity will be better off with the AI.

Issue 3. In the future, should 
we be willing to consider 
some AI artifacts to be 
persons? (Keith Miller)
In Greek mythology, Pygmalion sculpts 
an ivory statue depicting a woman. He 
falls in love with the statue, and Aph-
rodite grants his prayer to bring the 
statue to life. The Greeks did not cor-
ner the market on the idea of animat-
ing nonliving matter. Jewish folklore 
includes the golem, and Mary Shelley 
wrote of Frankenstein’s experiment 
with reanimation. The subtitle of 
Shelley’s book is “The Modern Pro-
metheus.” That brings us full circle 
to the Greeks since Prometheus is the 
Titan god of fire credited with creating 
the human race from clay.

Modern AI promises us a transfor-
mation similar to these stories. Build-
ing with silicon, electricity, and clever 
engineering, AI has already delivered 
artifacts that can converse with us, 
learn with us, and walk with us. After 

decades of overhyped speculation, AI 
is now presenting us with an amazing 
array of functioning machines and 
tantalizing suggestions of amazing 
advances in the near future. Further-
more, unlike the older fictional sto-
ries, we can purchase many of these 
creations right now, and we are prom-
ised increasingly human-like devices 
in the foreseeable future.

Goaded by recent developments in 
AI, I think society as a whole and schol-
ars from many disciplines are starting 
to engage seriously in an increasingly 
important question, which I will label 
“Question 0.”

 › Question 0: Should we consider 
some AI artifacts, either now or 
in the future, as persons?

I do not think questions about this 
issue will be settled quickly or easily; I 
do think it is vital that we focus on this 
issue with urgency. I want to distin-
guish this question from two related, 
but importantly different, questions:

 › Alternative Question 1: Can a 
future AI become sufficiently 
person-like in its behavior and 
appearance so that we will not 
be able to easily distinguish be-
tween it and a human being?

 › Alternative Question 2: Will society 
consider some AI artifacts, either 
now or in the future, as persons?

Both of these alternative questions 
are interesting, timely, and already be-
ing discussed in the literature. Impor-
tantly, both of these alternative ques-
tions might be answered empirically; 
if machines exist that routinely pass as 
human beings (that is, they often pass 
a physical Turing test), then the an-
swer to Alternative Question 1 is, in my 
opinion, “yes.” If when we look about 
and no such machines exist, then the 
cautious answer to Alternative Ques-
tion 1 is “at least not yet.”

Similarly, if we look about and ob-
serve that either many or most of our 
fellow humans treat sufficiently so-
phisticated AI artifacts as if they were 
persons, then the answer to Alternative 

Building with silicon, electricity, and clever 
engineering, AI has already delivered artifacts that 

can converse with us, learn with us, and walk with us.
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Question 2 is “yes.” If we do not see that 
happening, then the cautious answer 
to Alternative Question 2 is “at least 
not yet.”

Both the alternative questions are 
questions of observation and descrip-
tion. I think the more important Ques-
tion 0 is normative. Should we consider 
some AI artifacts, either now or in the 
future, as persons? At the heart of this 
question is a recognition that the desig-
nation of personhood is a societal choice, 
not a scientific classification. That so-
cietal choice could be expressed as law, 
custom, or regulations. Without some 
societal decision, we cannot devise a 
definitive physical or behavioral test for 
personhood: we who are already consid-
ered persons have to come to an agree-
ment (probably not a universal consen-
sus) on what other entities, if any, we will 
allow into our “personhood club.”

Except in the case of cloning hu-
mans (for example, the replicants in 
Blade Runner), our “candidates” for per-
sonhood have no claim to be of our spe-
cies. Humans are carbon based, and at 
least all common examples of AI today 
are silicon based. For some humans, 
that may make the answer to Question 
0 easy. Only humans can be persons; 
AI artifacts are not humans, so they 
should not be considered persons.

But many people think that the easy 
rejection of AI personhood is too glib. 
And once you reject the idea that only 
humans can be persons, the question be-
comes more nuanced. There are existing 
potential answers to this question in the 
literature. In a provocatively titled arti-
cle, Joanna Bryson21 stakes out a strong 
position: “robots should be slaves.” 
Bryson’s abstract begins: “Robots should 
not be described as persons, nor given le-
gal nor moral responsibility for their ac-
tions.” Bryson goes on to argue that we 
should not create machines that would 
seriously compete for that designation.

It seems a reasonable question to ask 
a corollary to Question 0: Why should 
we build machines that appear to be 
persons? Is it merely because we can? Is 
it because such machines give us func-
tionality that is difficult or impossible 

to get in other ways? These questions 
are, I think, important. They have been 
asked for years, but they are not as often 
answered, especially by the people and 
organizations developing and funding 
the development of these AI artifacts.

In the 10 years since Bryson’s publi-
cation, AI researchers have not ap-
preciably slowed their work to make 

machines that increasingly closely re-
semble humans both in their behavior 
and their appearance. I anticipate that 
Question 0 and its corollaries will be-
come far more contentious in the next 
few years. 
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