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Abstract. Computational prediction of protein localization is one common way 
to characterize the functions of newly sequenced proteins. Sequence features 
such as amino acid (AA) composition have been widely used for subcellular lo-
calization prediction due to their simplicity while suffering from low coverage 
and low prediction accuracy. We present a physichemical encoding method that 
maps protein sequences into feature vectors composed of the locations and 
lengths of amino acid groups (AAGs) with similar physichemical properties. 
This high-level modular representation of protein sequences overcomes the 
shortcoming of losing order information in the commonly used AA composition 
and AA pair composition encoding. When applied with SVM classifiers, we 
showed that AAG based features are able to achieve higher prediction accuracy 
(up to 20% improvement) than the widely used AA composition and AA pair 
composition to differentiate proteins of different localizations. When AAGs and 
AA composition encoding combined, the prediction accuracy can be further im-
proved thus achieving synergistic effect. 
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1   Introduction 

Determination of subcellular locations of a protein  experimentally [1;2] or computa-
tionally [3-6] can greatly help to infer its function. Due to its simplicity, automated 
prediction of subcellular localization has been routinely used to annotate protein se-
quences and  dozens of algorithms have been developed [3-6]. These algorithms em-
ploy a variety of supervised machine learning techniques including neural networks 
[7;8], nearest neighbor classifier, Markov models, Bayesian networks [9], expert 
rules, meta-classifiers [10], and the support vector machines [11-13]. While algorithm 
variation can tune up the prediction performance, a more critical factor for accurate 
prediction is to extract effective features for inferring the subcellular location of a 
protein. A variety of information has been used as features for subcellular prediction 
as discussed below. 
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