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A B S T R A C T

Estimating the state of structures that experience high-rate dynamics requires real-time model
updating capabilities. High-rate dynamic events are characterized by (1) large uncertainties
in the external loads, (2) high levels of non-stationarities and heavy disturbances, and (3)
unmodeled dynamics generated from changes in system configurations. In order to achieve
real-time model updating for high-rate dynamics, an algorithm should be able to update the
structure’s state on a timescale of 1 ms or less while circumventing pre-calculations to enable
its operation over un-modeled event. This work formulates an algorithm to meet the stringent
latency requirements using the local eigenvalue modification procedure (LEMP). In doing so,
the model is transformed from the physical domain into the modal space which numerically
simplifies the calculations needed to determine the state of a complex structure. To track the
system through time, the structure’s state is continuously updated by adjusting the associated
model through online modal analysis. Its future states are estimated using a Bayesian search
algorithm to compare the measured signals with selected modal models. New modal models
are built based on the enhanced estimate of the structure’s state and used for subsequent
state estimations. The methodology is applied to an experimental testbed experiencing varying
dynamics to update a surrogate model. Results show that the LEMP algorithm could update
the state of the high-rate dynamics system within 1 ms for up to 250 nodes, a speed up of
125 times when compared to solving for the systems state using the generalized eigenvalue
approach. The timing, accuracy, and computational resources are discussed in this paper and
compared to the baseline generalized eigenvalue approach. An example problem and code are
provided in a public repository.

. Introduction

High-rate dynamics are defined as the dynamic responses of a system that are high-rate (<100 ms) and high-amplitude
acceleration > 100 gn), such as those caused by a blast or impact [1]. Such events are complicated by instantaneous and
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unpredictable changes in the loading conditions acting upon a system, which alters the magnitude and location of internal and
external forces experienced by the structure throughout the event. Because the changes experienced by the structure are sudden
and unknown, tracking the state of the structure throughout the event remains a challenge.

One approach to tracking the state of such structures through a high-rate dynamic event is to utilize structural model updating
echniques to update a digitized representation of the system state with real-time constraints. For accurate state estimations of
tructures experiencing high-rate dynamics, the model updating technique must: (1) be flexible to adapt to changing external
oad conditions without relying on pre-trained data and; (2) be capable of updating structural models within a 1 ms real-time
atency constraints to enable real-time decision-making [2]. Model updating of structures using frequency-based methods is achieved
sing error minimization techniques [3,4]. In addition, frequency-based methods do not require exact knowledge of the input [5].
owever, better performance and stability can be achieved when the input characteristics are either known or estimated [6].

Real-time model-updating enables tracking complex structures experiencing high-rate dynamic events such as in-flight monitoring
ystems and impact mitigation systems. In-flight monitoring can be applied to manned and unmanned aerial vehicles and spacecraft.
n the case of an unmanned vehicle, where a pilot is not present to monitor the aircraft, operators on the ground must rely on sensor
eadings to determine the system’s condition. Real-time model updating would allow the operating software to receive state data
lmost instantaneously, enhancing the knowledge of the system and its surroundings allowing for mission-critical actions [7]. In the
ase of manned vehicles, real-time model updating would allow for the incorporation of decision-making software that will respond
o changing environments faster than human occupants can in a time of stress such as system or component failure [7].

Impact mitigation technology can be found in the defense and automotive industry, with examples including active blast
itigation systems and airbag deployment systems. Active blast mitigation systems minimize the blast’s impact or counter the

last’s effects after impact. Large forces associated with an incoming blast and close-range threats require the system to detect the
resence of a blast threat, determine the magnitude and location of an incoming threat, and deploy countermeasures on a millisecond
imescale [8]. Airbags are an essential safety component in vehicles; however, in some cases, the deployment of airbags can cause
dditional injuries to passengers. The Delphi Dual Depth airbag is an adaptive airbag that controls the extent of inflation based on
actors such as the size and seated position of the passenger as well as the crash severity and location [9]. Real-time model updating
ould allow for additional adaptive measures, such as modifying the shape of an inflated airbag or adjusting the inflation rate

o maximize protection within the latency constraints (i.e., allotted response time). In each application, real-time model updating
ould prioritize occupant’s safety and mitigate the damage experienced by the system by providing users with the system’s current

tate, thereby preventing further losses or failure.
Real-time model updating methodologies for structures have been developed for civil and aerospace structures by leveraging

he Finite Element Analysis (FEA) [10–16]. However, the execution time requirements in these efforts were on the order of
ours to months and often executed offline due to the computational costs associated with solving FEA models. Additionally,
nmodeled dynamics characteristic of high-rate dynamic events limit the application of an FEA approach with pre-calculated
atabases of structural conditions for this class of structures [1]. The challenge of accounting for unmodeled dynamics necessitates
he formulation of online model updating techniques that can track the system’s state while requiring only a limited amount of
ffline training (e.g., the initial state of the structure). In prior work, the authors have experimentally demonstrated that real-time
odel updating can be accomplished for a structure undergoing a simulated high-rate event with a latency constraint of 1 ms using
simplified Euler–Bernoulli beam model and updating the model in the frequency domain [5]. However, to obtain the 1 ms latency

onstraint, the FEA model was limited to 23 nodes. In this configuration, 0.6 ms were required to solve the generalized eigenvalue
roblem, accounting for most of the computational load. Furthermore, the generalized eigenvalue formulation scales poorly for
arger FEA models due to its (𝑛3) complexity.

Real-time modeling in this work is accomplished using the local eigenvalue modification procedure (LEMP), which simplifies state
alculations when only one change is made to the system [17] and a Bayesian probabilistic approach that reduces the search space.
dvantages to applying LEMP are that all variables for the altered state are defined in terms of the initial state and changes made
etween the two. They only require information for the degrees of freedom (DOF) at which changes occur, which reduces the number
f calculations required since the solution for the initial state equations is constant. Additionally, the original eigenvalue solution
s reduced to a set of second-order equations through LEMP. Additional search space reduction is achieved by applying a Bayesian
robabilistic approach that considers the current state of the structure given an initial uncertainty about the estimate itself [18]. A
imilar approach proposed by Madarshahian et al. [19] utilized a two-layer Bayesian approach to minimize the computational cost
f estimating prior and posterior distributions. Huang et al. used the Bayesian learning to reconstruct signal from a compressive
ensor to reduce the cost of signal transfer and storage [20], while Bayesian theory is used to produce the posterior joint probability
istribution of the structure’s physical properties in [21]. Moreover, Kurata et al. implemented a Bayesian approach conjointly with
ranch and bound search techniques to model the crack growth within aluminum hull structures [22].

The key contributions of this work are (1) the formulation of a real-time model updating technique that leverages an eigenvalue
odification procedure to reduce the original eigenvalue problem to a set of second-order equations, and (2) the introduction of
Bayesian probabilistic approach for the sampling of potential structural states. Together, these advantages reduce the number

nd complexity of equations needed to compute the state of the structure and advance state-of-the-art structural model updating
echniques for real-time applications with a latency constraint in the sub 1 ms range.
2
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Fig. 1. DROPBEAR testbed as configured for this work.

Fig. 2. Roller testing parameters used in this work.

2. Background

2.1. DROPBEAR experimental testbed

This work uses the DROPBEAR testbed, which was initially developed by Joyce et al. [23]. The DROPBEAR was constructed
specifically for simulating high-rate dynamic events in the laboratory. It features two programmable changes: a detachable mass
secured using an electromagnet and a movable roller boundary condition attached to a linear actuator, both used to simulate damage
to the structure. The DROPBEAR testbed is advantageous when modeling high-rate dynamic cases because the setup is capable of
repeatedly altering test parameters. These parameters can be changed during a test instead of between test runs, allowing researchers
to gain insight into the system’s real-time response. In this work, only the movable roller is utilized, and the algorithm is focused
on its capability to model the nonstationary boundary conditions of the system. The experimental configuration used here is shown
in Fig. 1.

The experimental configuration features an accelerometer (PCB Piezotronics model 393B04) mounted at the free end of a
51 × 6 × 350 mm steel cantilever beam with a density of 7800 kg/m3, Young’s Modulus of 2e11 N/m2 and Poisson’s Ratio of 0.26.
The design also features a sliding roller cart on a linear actuator that constrains vertical beam displacement between 48–17 mm
from the fixed end and a magnetic displacement sensor that measures the roller’s displacement throughout the test. Adjusting the
roller location during tests simulates damage to the system by producing a user-defined change to the system input, which results
in a change to a measured system output (e.g., acceleration). The use of rollers ensures the repeatability of each test, as the damage
is simulated. This study investigates the reference data set initially presented in Downey et al. [5]. In this preliminary work, all
results are obtained using the previously recorded sensor data. The measured test profile of the roller locations used in this work is
presented in Fig. 2 and is open sourced; provided via a public repository [24].

2.2. Model development for the DROPBEAR experimental testbed

Initial state calculations are made using a finite element model and the Euler–Bernoulli beam theory. As shown in Fig. 3, the
modified DROPBEAR testbed is modeled as a cantilever beam with the far-left end fixed and no additional support (i.e., no roller
present). Each element has two nodes and 4 degrees of freedom (two rotation 𝜃 and two displacements 𝑣). The beam is split into
𝑁 elements of equal length resulting in 𝑁 + 1 evenly spaced nodes along the beam. Two forces and two moments characterize an
Euler–Bernoulli element, also shown in Fig. 3, resulting in 2(𝑁 + 1) DOF for the system.

The mass (𝐌𝑖) and stiffness (𝐊𝑖) matrices for an Euler–Bernoulli beam element can be found using Eqs. (1) and (2) as well as
Table 1 which lists the material and geometric properties of the DROPBEAR testbed. These elemental matrices are combined to
3
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Fig. 3. DROPBEAR modeled as a cantilever Euler–Bernoulli beam.

Table 1
Material and geometric properties of the DROPBEAR testbed.

Density - 𝜌 (kg/m3) 7800
Cross-sectional area - 𝐴𝑐 (m2) 0.000306
Total length - l (m) 0.35
Elemental length - l𝑖 (m) 0.35/N
Young’s modulus - E (Pa) 2e11

construct the global mass (𝐌1) and stiffness (𝐊1) matrices for the initial sate.

𝐌𝑖 =
𝜌i𝐴i𝑙i
420

⎡

⎢

⎢

⎢

⎢

⎢

⎣

156 22𝑙i 54 −13𝑙i
22𝑙i 4𝑙2i 13𝑙i −3𝑙2i
54 13𝑙i 156 −22𝑙i

−13𝑙i −3𝑙2i −22𝑙i 4𝑙2i

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(1)

𝐊𝑖 =
𝐸i𝐼i
𝑙i

⎡

⎢

⎢

⎢

⎢

⎢

⎣

12∕𝑙2𝑖 6∕𝑙𝑖 −12∕𝑙2𝑖 6∕𝑙𝑖
6∕𝑙𝑖 4 −6∕𝑙𝑖 2

−12∕𝑙2𝑖 −6∕𝑙𝑖 12∕𝑙2𝑖 −6∕𝑙𝑖
6∕𝑙𝑖 2 −6∕𝑙𝑖 4

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(2)

The equation of motion (EOM) for the entire system modeled as an Euler–Bernoulli beam is shown in Eq. (3) where 𝐌1𝑥̈ and
𝐊1𝑥 are the mass and stiffness terms, respectively, for the initial system. The damping term (𝐂𝑥̇) can be ignored as its effect on the
frequency of vibration is insignificant. The critical damping ratio (𝜁) for the case when the roller is 48 mm distant from the support
was found to be 0.0076 in experimental testing in Downey et al. [5]. As a result, the theoretical resonant frequency of the beam
may be calculated using an impact excitation that excites all of the beam’s frequencies equally. The predicted resonant frequency
differs from the undamped natural frequency by only 0.005%. As a result, a simplified expression of the equation of motion that
does not include the damping term can be utilized as follows:

𝐌1𝑥̈ +𝐊1𝑥 = 0 (3)

Here, ẍ and 𝑥 are the acceleration and displacement vectors in physical space of length 𝑛. Additionally, 𝐌1 and 𝐊1 are the mass
and stiffness matrices that are square symmetric and have dimensions of 𝑛 × 𝑛, where 𝑛 is the DOF for the system.

By definition, the generalized eigenvalue (GE) problem for Eq. (3) is 𝐊1𝐔1 = 𝐌1𝐔1𝝀, where 𝝀 is a matrix of eigenvalues and 𝐔1
is the matrix of eigenvectors, both having dimensions of 𝑛 × 𝑛. The GE problem can be solved using Eqs. (4) and (5) below.

det[𝐊1 − 𝝀𝐌1] = 0 (4)

[𝐊1 − 𝝀𝐌1]𝐔1 = 0 (5)

Solutions to the previous equations yield eigenvalues and eigenvectors according to Eqs. (6) and (7) respectively. Eigenvalues
are related to the natural frequency of the system, while eigenvectors are related to mode shapes of the system and are assembled
in matrix form as:

𝝀 =

⎡

⎢

⎢

⎢

⎢

𝜔2
1 0 0 0
0 𝜔2

2 0 0
0 0 ⋱ 0

2

⎤

⎥

⎥

⎥

⎥

(6)
4
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Fig. 4. Modal representation of initial system.

Fig. 5. Modal representation of altered system.

𝐔1 =
[

#»𝑢 1
1

#»𝑢 1
2 … #»𝑢 1

𝑛
]

(7)

where 𝜔𝑛 and #»𝑢 1
𝑛 are the 𝑛th frequency and modal vector for the initial state of the system where the arrow denotes a vector.

Although the modal matrix does not represent system mode shapes, it can be used to calculate them.

2.3. Local eigenvalue modification procedure

Structural dynamic modification (SDM) identifies physical modifications made to system properties such as mass, stiffness, or
damping by monitoring changes in the system’s dynamic response such as frequencies and mode shapes or vice versa [25–28].
SDM is accomplished by modeling the altered state as a combination of the initial state and the changes between the states using
changes to mass, stiffness, or damping matrices in the EOM for the altered system. SDM also utilizes the principle of modal synthesis,
which states that any dynamic response of a vibrating structure can be decomposed into a set of individual contributions of single
frequencies [29,30]. Also, it effectively defines the initial system of 𝑛 DOF as a set of n independent single DOF systems, as illustrated
in Fig. 4. This is done by utilizing the relationship between the modal properties and spatial properties of a structure, which simplifies
state estimations for complex systems by transforming equations from physical space to modal space using the GE solution of the
initial state [25,26].

In Fig. 4, each DOF responds to one natural frequency of the physical system with a modal mass and stiffness value related to
physical system response through modal transformations. Any changes made to this initial system result in an altered modal system.
These changes (e.g., mass and stiffness) can be transformed into modal space where matrix values on the diagonal represent a mass
or stiffness change from the initial system (i.e., Fig. 4) to ground, and off-diagonal values in the matrix couple individual systems
together as shown in Fig. 5 by the connecting springs.

One advantage of operating in modal space is that the model for the initial structure only needs to contain information for
the DOF where modifications are made, thereby reducing the size of the matrices in the EOM, and the number of corresponding
calculations required [31,32]. Therefore, solving the reduced EOM in modal space requires processing a smaller GE solution to find
the model’s new frequencies and mode shapes. While this reduces the computational cost compared to solving the original GE, it still
requires solving a GE problem which may still be too computationally expensive given the stringent timing constraints demanded
by the high-rate dynamics problem [33].

Weissenburger originally developed LEMP in 1968 to avoid eigenvalue solutions in SDM when the system undergoes a single
change. The idea was to simplify state calculations to meet the limited processing power of computers at the time [17,34–36].
Following the initial modification, the system equations had to be updated, and other additional modifications had to be performed;
this was a time-consuming procedure. LEMP utilizes a single GE solution for the initial system and simplifies altered state equations
by transforming them into modal space, isolating the DOFs that contribute to the changes between states, and defining equations
in terms of the initial state as discussed in SDM. However, additional simplifications occur by truncating the 𝑛 independent single
degree of systems to only include the 𝑚 modes of interest. This results in a 𝜆 matrix with dimensions 𝑚 × 𝑚 and a corresponding
modal matrix 𝐔1 of dimensions 𝑛×𝑚. This modal truncation further simplifies the altered state equations. An overview of the LEMP
is shown in Fig. 6 and will be discussed further in the following sections.

The benefit of applying LEMP is that the GE equation is reduced to a set of second-order equations whose frequency roots
5

are bounded by the initial frequencies of the system, thereby reducing the domain over which the equation is solved [17]. These
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Fig. 6. Flowchart of LEMP algorithm.

simplifications reduce the number and complexity of equations needed to compute the structure’s state, equating to less computing
time than the previously mentioned GE solutions.

Accelerating computations would allow for more complex models such as those with additional nodes or various element types.
More complex models would significantly enhance the usefulness of physics-informed state estimation of structures experiencing
high-rate dynamic events. Moreover, these high-quality models are critical to performing prognostics and enabling decision-making
for these structures.

2.4. Search space reduction

The search space for comparison points between the actual and estimated state is reduced by defining an adaptive standard
deviation (SD) equal to the percentage error found in the frequency domain, as shown in Eq. (8). This technique for altering the
size of a search space is adopted from Hong et al. [37]. Altering the size of a search space is advantageous because it allows for
expanding search locations when the sampled states differ from the measured states, enabling the algorithm to estimate sudden
changes in the system. It also reduces search locations when sampled and measured states are similar, enabling the algorithm to
model a constant system without much variation.

𝜎 =
𝜔previous

estimate − 𝜔current
true

𝜔current
true

(8)

Here, 𝜎 is the SD of a normal distribution about the last roller position, 𝜔current
true is the current measured frequency from experimental

data and 𝜔previous
estimate is the previously estimated frequency. Eq. (8) assumes that the percentage error in frequency is equivalent to the

percentage error in position; however, since roller location and frequency are not linearly related, this assumption is not necessarily
true for every case. It should be a good approximation when the estimate approaches the true value.

Additional search space reduction is achieved by applying a Bayesian probabilistic approach. Bayesian approaches are frequently
utilized in structural health monitoring applications due to their simplicity, adaptability, and updatable nature [38–41]. Bayesian
approaches are implemented to assess the estimate of the state of the structure given an initial uncertainty about the estimate
itself [18,42]. The Bayesian approach is capable of accounting for uncertainty in the individual predictions (or estimates) made by
a model, and the uncertainty in the model fits itself [18]. Bayesian approaches are advantageous because they can be combined
with other data analysis techniques to improve statistical results further and can be easily implemented into experimental analysis
without changing lab setups.

In this work, each state estimate contains a level of uncertainty that is accounted for here by utilizing the likelihood function,
which represents the error between the actual measured structure and the LEMP estimated model [43]. In other words, when a
new roller location is estimated, that value becomes the mean around which a new Gaussian distribution is created. Values from
the updated probability density function (PDF) are selected and either accepted or rejected using the likelihood function and Bayes
equation. These points are then used as comparison points for future state estimations. By limiting the search space for comparison
points, the adaptive standard deviation and Bayesian approach allow for better selection, thereby reducing the number of comparison
points needed.
6
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Fig. 7. Flowchart of overall procedure used in this work.

3. Methodology

The proposed real-time model updating algorithm is divided into three main parts: experimental, analytical, and model creation.
The analytical procedure is further separated into two procedures: computing the modal state estimation using LEMP and selecting
roller locations using the Bayesian search space. The overall procedure is shown in Fig. 7.

3.1. Experimental

The experimental procedure aims to determine the true system response of the DROPBEAR testbed with varying boundary
conditions. This is accomplished by collecting acceleration data from the system using the accelerometer mounted on the beam’s free
end. Before the acceleration data is processed, a sliding Hann window is applied to smooth the time-series data. The beam’s natural
frequency is then obtained by taking the Fast Fourier Transform (FFT) of the acceleration data. This measured system response is
then compared to the various analytically solved models, and state estimation is made using comparison methods for the frequency
of the first mode of the structure.

3.1.1. LEMP algorithm
LEMP is applied according to the process illustrated in Fig. 6. After the GE solution is obtained for the initial system, the EOM

for the altered state is created according to Eq. (9) while ignoring the effects of damping.

𝐌2𝑥̈ +𝐊2𝑥 = 0 (9)

where 𝐌2 and 𝐊2 are the mass and stiffness matrices of the altered state in physical space, both with dimensions of 𝑛 × 𝑛. In this
work, the change between system states results from adding a roller boundary condition at a node location along the beam. In
traditional FEA approaches, the application of a roller limiting bending in the beam at that location allows for row and column
cancellation. Instead, here we assume a large numerical stiffness (K = 10,000 N/m) for the roller at a given node position, allowing
for calculations using a full matrix without varying the resulting state calculations. Therefore, there is no change made to the mass
matrix, only a change made to the stiffness matrix, denoted by 𝛥𝐊12 with dimensions of 𝑛× 𝑛. The mass and stiffness of the altered
state are defined in terms of the initial state and changes between the two as shown in Eqs. (10) and (11) respectively.

𝐌2 = 𝐌1 (10)

𝐊2 = 𝐊1 + 𝛥𝐊12 (11)

Substituting Eqs. (10) and (11) into the original EOM for the altered state yields Eq. (12).

𝐌1𝑥̈ + (𝐊1 + 𝛥𝐊12)𝑥 = 0 (12)

To simplify future calculations, the 𝑛 modes of the 𝑛 independent single DOF systems of the initial system are truncated to only
include the 𝑚 modes of interest. This results in 𝝀 matrix with dimensions 𝑚×𝑚 and a corresponding modal matrix 𝐔1 of dimensions
𝑛 × 𝑚. This modal truncation further simplifies the altered state equations. Additional simplifications occur by transforming the
system response from physical space to modal space using the relations shown in Eqs. (13) and (14), where 𝑝1 and 𝑝̈1 are the system
displacement and acceleration vectors in modal space whose length is reduced from 𝑛 to 𝑚 after modal truncation occurs.

𝑥 = 𝐔 𝑝 (13)
7
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𝑥̈ = 𝐔1𝑝̈1 (14)

onverting the EOM to modal space utilizing Eqs. (13) and (14) yields Eq. (15) below.

𝐌1𝐔1𝑝̈1 + (𝐊1 + 𝛥𝐊12)𝐔1𝑝1 = 0 (15)

By multiplying each term by 𝐔T
1 the mass and stiffness matrices are normalized in modal space which yields diagonal matrices

as shown in Eq. (16).

diag(𝐌1)𝑝̈1 + [diag(𝐊1) + 𝛥𝐊12]𝑝1 = 0 (16)

where 𝐌1 and 𝐊1 represent the modal mass and stiffness matrices and 𝛥𝐊12 represents the changes made in modal space between
he initial and altered state. These matrix dimensions are reduced from 𝑛×𝑛 to 𝑚×𝑚 after modal truncation occurs. Diagonal values
f 𝛥𝐊12 represent ground connections and off-diagonal values couple the single DOF systems as shown between Figs. 4 and 5. Note

the overline on 𝛥𝐊12 in Eq. (16) which is the change made in modal space is different from 𝛥𝐊12 in Eq. (15) which is the change
made in physical space.

Scaling Eq. (16) to unit modal mass yields Eq. (17), where 𝐈 is the identity matrix with dimensions of 𝑚 × 𝑚. The benefit of
scaling to modal mass is that the state equation for the altered state in modal space can be written in terms of the initial eigenvalues,
which were already obtained by Eq. (6). Also note that the 𝛥𝐊12 in Eq. (17) is different from that in Eq. (16) as it has been scaled
to unit modal mass.

𝐈𝑝̈1 + [𝝀 + 𝛥𝐊12]𝑝1 = 0 (17)

To solve for the updated natural frequencies that occur as a result of system changes, the following procedure is implemented.
irst, the GE solution of Eq. (17) is set up, but not solved according to Eqs. (18) and (19) below.

det[(𝝀 + 𝛥𝐊12) −𝜦𝐈] = 0 (18)

[(𝝀 + 𝛥𝐊12) −𝜦𝐈]𝑝12 = 0 (19)

is a matrix with dimensions of 𝑚×𝑚 whose the diagonals are the squares of the updated frequencies and 𝑝12 is the modal change
etween the states. The terms are then rearranged to yield Eq. (20).

[(𝝀 −𝜦) + 𝛥𝐊12]𝑝12 = 0 (20)

Because the stiffness change between states occurs as a result of applying a nodal boundary condition, only diagonal values
ill be affected between the 𝐊1 and 𝐊2 matrices. Furthermore, the only non-zero term in the 𝛥𝐊12 matrix is the diagonal value
ssociated with the DOF where the roller is located. Noting that the only non-zero values in 𝛥𝐊12 are those associated with the
OF(s) that experience a change in stiffness from the initial to an altered state. The equation for 𝛥𝐊12 is then simplified to only

contain information from the contributing nodes. This is accomplished through spectral decomposition of 𝛥𝐊12 as shown in Eq. (21).

𝛥𝐊12 = 𝐓diag(𝜶)𝐓T (21)

where 𝐓 is the 𝑛×𝑛 tie matrix consisting of a set of row tie vectors as shown in Eq. (22) and 𝜶 is a matrix of size 𝑛 obtained from the
single value decomposition of 𝛥𝐊12. The tie matrix represents connections between the two system’s states while the alpha value is
the singular change in the stiffness.

𝐓 =
[

#»𝑡 1
#»𝑡 2 ⋯ #»𝑡 𝑛

]T (22)

Eq. (21) is then transformed to modal space by multiplying each side by 𝐔1 and 𝐔T
1 as shown in Eq. (23).

𝛥𝐊12 = 𝐔T
1𝐓diag(𝜶)𝐓T𝐔1 (23)

The contributing values of 𝛥𝐊12 can be redefined by reducing 𝛥𝐊12 to only include non-zero values which is denoted by 𝛥𝐤12.
This is done by using the tie vector and alpha value associated with the affected DOF, denoted by t𝑐 and 𝛼 respectively. 𝛥𝐤12 can
then be transformed to modal space utilizing the corresponding rows of 𝐔1, denoted by 𝐔1𝑐 . These reduced matrices only include
information associated with the DOF(s) experiencing a stiffness change and are obtained using the relation in Eq. (24) where #»𝑣 is
the one-dimensional contribution vector, of length 𝑚, associated with the affected DOF as noted in Eq. (25).

#»𝑣 = 𝐔T
1𝑐

#»𝑡𝑐 (24)

#»
[ ]T (25)
8
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The relation from Eq. (24) is then used along with the alpha value associated with the affected DOF to solve for 𝛥𝐤12. This is
done according to Eq. (26) which yields the equation for the modal stiffness change in terms of contributing nodes only.

𝛥𝐤12 = #»𝑣 𝛼 #»𝑣 T (26)

Noting that 𝛥𝐤12 is equivalent to 𝛥𝐊12, and of dimension 𝑛 × 𝑛, Eq. (26) can be substituted for 𝛥𝐊12 in the original GE problems
shown in Eqs. (18) and (19) which yields the following equations:

[(𝝀 −𝜦) + #»𝑣 𝛼 #»𝑣 T]𝑝12 = 0 (27)

(𝝀 −𝜦)𝑝12 + #»𝑣 𝛼 #»𝑣 T𝑝12 = 0 (28)

To further simplify state equations, 𝐒 is defined as an arbitrary variable according to Eq. (29).

𝐒 = #»𝑣 T𝑝12 (29)

q. (29) is then substituted into Eq. (28) to yield Eq. (30).

(𝝀 −𝜦)𝑝12 + #»𝑣 𝛼𝐒 = 0 (30)

hich can be rearranged to solve for 𝑝12 as shown in Eq. (31)

𝑝12 = −(𝝀 −𝜦)−1 #»𝑣 𝛼𝐒 (31)

hen, Eq. (31) is multiplied by #»𝑣 T to yield Eq. (32)
#»𝑣 T𝑝12 = − #»𝑣 T(𝝀 −𝜦)−1 #»𝑣 𝛼𝐒 (32)

hich can be rewritten as Eq. (33) using the relation from Eq. (29)

𝐒 = − #»𝑣 T(𝝀 −𝜦)−1 #»𝑣 𝛼𝐒 (33)

By multiplying each side by 𝐒−1, both 𝐒 matrices are eliminated leaving the matrix equation shown in Eq. (34).

𝛼−1 = − #»𝑣 T(𝝀 −𝜦)−1 #»𝑣 (34)

Since #»𝑣 is a one-dimensional vector, #»𝑣 is element-wise equal to #»𝑣 T. Therefore, breaking Eq. (34) into components yields the
following equation, where the only unknown is 𝛺𝑟 or the natural frequency of the altered system. Here, 𝑟 ranges from 1 to 𝑚, where
𝑚 is the number of modes used to describe the system. The LEMP algorithm results in a secular equation of Eq. (35) solved using
the divide and conquer approach described in [44].

−1
𝛼

=
𝑚
∑

𝑟=1

𝑣2𝑟
𝜔2
𝑟 −𝛺2

𝑟
(35)

In summary, LEMP consists of two main parts: a single GE solution for the initial state of the system and an eigenvalue
modification process for the altered system state that is updated for each roller position. The eigenvalue modification process consists
of simplifications to state equations accomplished by defining the system in terms of the initial state and changes made between
the two states, utilizing modal representation, and isolating contributing nodes.

3.1.2. Model creation
As previously noted, additional simplifications occur within LEMP by truncating the 𝑛 independent single DOF systems to only

include the 𝑚 modes of interest. However, this process requires the creation of a pre-selected surrogate model, which includes
determining the number of modes and nodes to use when modeling the system. The goal is to include enough information about the
system to ensure the state estimate contains a minimal error without including excess information that negatively affects computation
time.

Not all initial modes will contribute equally to altered frequencies, but missing modes that do contribute will drastically increase
the estimation error due to truncation. Therefore, predetermining which initial modes contribute and how much each contributes
to the altered states is essential. This is accomplished by solving for modal transformation matrix 𝐔12, of dimensions 𝑛 × 𝑛, which
uncouples the modification between states. Recall from the altered EOM in modal space, as shown by Eq. (16), that 𝑝1 and 𝑝̈1 are
initial system displacement and acceleration in modal space of initial length 𝑛. The initial modal response can also be rewritten as
a function of the modal response of the altered state and the modal transformation matrix according to the following relations:

𝑝1 = 𝐔12𝑝2 (36)

𝑝̈1 = 𝐔12𝑝2 (37)

where 𝑝2 and 𝑝2 are also of length 𝑛. If LEMP were not applied, the GE solution of Eq. (16) given the transformation shown in
Eqs. (36) and (37) could be solved using Eq. (38) below.

{[diag(𝐊 ) + 𝛥𝐊 ] − 𝝀 diag(𝐌 )}𝐔 = 0 (38)
9
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Fig. 8. Modal participation factors for the altered state with roller at 𝑛2.

where Eq. (38) is generalized eigenvalue solution for equation Eq. (16) and 𝝀12 is the eigenvalue. The eigenvectors of Eq. (38) are
the columns of matrix 𝐔12 and are called participation factors. These values offer insight into each initial mode’s weight in defining
the altered modes. Values range between −1 and 1, where absolute values closer to 1 correspond with a larger modal contribution.

In the case of this work, the modal response of the initial system is that of a cantilever beam, and the addition of a roller alters
modal responses. To determine the participation factors of the system used here, the number of nodes was initially set to 10, which
corresponds to 20 DOFs due to the characterization of the system as an Euler–Bernoulli beam (yielding a 20 × 20 𝐔1 matrix). The
participation factors were calculated at each node along the beam, excluding the fixed end, and plotted according to the key in
Fig. 8. The participation factors were not calculated for the node at the fixed end because the system is already constrained in the
bending and rotational DOF due to the boundary condition; therefore, adding a roller would not change the system response.

Figs. 8–10 illustrate the modal participation factors for a roller located at nodes ranging along the beam. The initial modes of
the cantilever beam are listed on the vertical axes, and altered modes of the cantilever beam with a roller placed at a node are listed
along the horizontal axes. Boxes are color-coded based on the value of the participation factor, where white boxes represent little
to no contribution and yellow represents high levels of contribution. For example, in Fig. 8, the altered modes (horizontal axis) are
the modes for the system when the pin is at the second node. In this case, the fifth mode for the altered shape can be represented
as a combination of modes 4, 5, and 6 from the initial cantilever beam with participation factors of 0.2383, 0.7717, and 0.5489,
respectively. Future analysis will focus on contributions greater than 0.2 from initial modes.

Using Figs. 8–10, the contributions from initial modes were tallied based on participation factors. The total counts and
contribution percentage for initial modes whose contribution factors were greater than 0.2 are summarized in Table 2.

Participating modes were selected if their contribution percentage was significant (5% or greater). Therefore, initial modes
1–9 and 12 were selected. Additional limitations due to the experimental setup and accelerometer selection further reduced the
selected modes. In order to utilize a mode in state estimations, the data acquisition system must be capable of measuring that mode
experimentally. Therefore, each mode type and frequency must be considered when selecting modes. Mode shapes and natural
frequencies are shown for all participating modes in Fig. 11.

The experimental setup in this work utilizes a single-axis accelerometer mounted at the far end of the beam, which limits
measurable modes to those of bending in the Y direction. Additionally, the maximum frequency range of the accelerometer was
(±3 dB) 0.02–1700 Hz [45]. Therefore, the modes used to describe the system were limited to modes 1–4.

The number of nodes determines how refined the solution is, with more nodes offering a more accurate estimation but requiring
a longer calculation time and fewer nodes saving time but offering rougher estimates. The first four natural frequency responses
are plotted as the roller moves along the beam for models with varying node numbers to determine the number of nodes required.
The true frequency is defined using LEMP with 101 nodes, then compared to reduced models containing 51, 26, and 21 nodes. The
10
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Fig. 9. Modal participation factors for the altered state with roller at 𝑛3 (b), 𝑛4 (c), 𝑛5 (d), and 𝑛6 (e).

relative error between the true and reduced models increases as the number of nodes decreases and exceeds the maximum allowable
error of 10 mm when the number of nodes is reduced to 21. Therefore, the reduced model with 26 nodes is selected to represent
the system. The first four natural frequencies of the system plotted using the selected 26-node reduced model are shown in Fig. 12.
Fig. 12 represents a horizontal error (mm) between the two models estimated roller position, and as observed, the 26 nodes model
lags the 101 nodes model, as opposed to a vertical error (Hz), on which the 26-node model consistently overestimates the frequency
when the roller is located near the fixed end, jumps in error levels out as the roller moves along the beam. Furthermore, it was
shown in Downey et al. in Ref. [5] that a 26 node FEA model could be solved in 2 ms using the GE approach, and Ogunniyi et al.
also showed in Ref. [44] that a 26 node FEA model could be solved in less than 1 ms using the LEMP approach.

3.1.3. Roller location selection
In this work, the high-rate dynamic system is represented by the FEA model. Three roller locations are sampled using a normal

probability density function according to Fig. 13, where the mean of the distribution is the center of the beam before the estimation
process starts. After each successive iteration process, the mean of the distribution changes to the previous roller location. The mean,
𝜇, and the standard deviation, 𝜎, are used to sample the three roller locations. The two remaining roller locations are selected above
11
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Fig. 10. Modal participation factors for the altered state with roller at 𝑛7 (f), 𝑛8 (g), 𝑛9 (h) and 𝑛10 (i).

the mean since the roller is assumed to be always moving to the right. Three FEA models are built using these roller locations,
then all three models’ first natural frequencies are obtained by doing a modal analysis on them simultaneously (𝜔1, 𝜔2, 𝜔3). In
order to determine the location of the roller, the measured frequency (𝜔𝑡𝑟𝑢𝑒) of the real system, which was derived from the FFT
of the accelerometer data, is compared with (𝜔1, 𝜔2, 𝜔3). The PDF algorithm that was used to sample the sites is then modified
considering comparisons between the estimated roller location and frequency. By contrasting the natural frequencies derived from
the experiments and the FEA models and creating new FEA models based on the improved estimate of the position, it is possible to
narrow down the determination of the roller position constantly.

Bayesian search space for roller location selection
The function of the Bayesian probabilistic approach is to select the most probable roller locations at which to apply LEMP. This

selection improves initial estimations and reduces the number of comparison points selected and the required error calculations.
Fig. 13 illustrates the Bayesian procedure applied in this work.

Let 𝑅 denote the hypothesis that the roller is moving from left to right along the beam. It is initially assumed that the roller
is located at the center of the beam and is moving right with a probability 𝑃 (𝑅) = .6 (therefore 𝑃 (𝐿) = .4); all future calculations
12
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Fig. 11. Participating mode shapes and natural frequencies.

Table 2
Counts and percentages for contributing initial modes.

Contributing Yellow Green Blue Purple Total counts Contribution
mode (0.8–1) (0.6–0.8) (0.4–0.6) (0.2–0.4) percentage (%)

1 5 2 6 13 26 6.3725
2 4 4 4 18 30 7.3529
3 4 3 6 20 33 8.0882
4 6 2 1 14 23 5.6372
5 2 7 7 15 31 7.5980
6 4 5 3 18 30 7.3529
7 8 1 2 10 21 5.1470
8 5 4 4 13 26 6.3725
9 9 0 1 18 28 6.8627
10 9 0 0 1 10 2.4509
11 9 0 0 8 17 4.1666
12 9 0 0 12 21 5.1470
13 9 0 2 8 19 4.6568
14 9 0 0 9 18 4.411
15 9 0 0 11 20 4.9019
16 9 0 0 7 16 3.9215
17 9 0 0 3 12 2.9411
18 9 0 0 0 9 2.2058
19 9 0 0 0 9 2.2058
20 9 0 0 0 9 2.2058

assess the probability that the roller will continue to move right. Weighting initial directional probabilities is equivalent to making
predictions about how a system will degrade based on previous knowledge. For example, when modeling structures, the equivalent
stiffness will decrease over time as the structure degrades; therefore, the initial weighted prediction and future estimations would
assess a decrease in stiffness.

Three roller locations are sampled as comparison points given a PDF of normal distribution centered on the previous roller
position. The first location is taken to be the previous mean (𝜇𝐵), assuming that there is no damage occurring between the two
estimations. A random location (𝑥) is chosen above the mean value. The likelihood functions for the selected point (𝑥) are calculated
according to the two previous distributions, Eqs. (39) and (40) respectively. Here 𝐵 represents the previous distribution, and 𝐴
represents the distribution prior to that. As the roller is assumed to always move to the right, the distribution prior to the previous
is always to the left of the previous distribution; except when the posterior distribution P(R ∣ E) > 0.5.

P(E ∣ R) = 1
√

2𝜋𝜎2
exp −1

2
(𝑥 − 𝜇𝐵)2

2𝜎2
(39)

P(E ∣ L) = 1
√

exp −1 (𝑥 − 𝜇𝐴)2
2

(40)
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Fig. 12. First four frequency responses for a 26 node model solved using the LEMP process along with the reference 101 node model and the error.

Fig. 13. Analytical application of the likelihood function and Bayes algorithm.

Here, 𝜎 is the standard deviation of the position distribution, 𝜇𝐵 is the last estimated roller location, 𝜇𝐴 is the estimated roller
location from two iterations ago. If 𝜇𝐵 > 𝜇𝐴, the roller was last moving right. If 𝜇𝐴 > 𝜇𝐵 , then the roller was last moving left. The
likelihood function is then used in the Bayes’ theorem as follows:

P(R ∣ E) = P(R)P(E ∣ R) (41)
14
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The output of Eq. (41) is the posterior or updated distribution for the roller location after information regarding the previous
ocation selections and likelihoods are taken into consideration [43]. If P(R ∣ E) > 0.5, then it is assumed that the roller is currently

moving to the right; therefore, the remaining two sample locations are selected from above the previous mean value. If P(R ∣ E) < 0.5,
then it is assumed that the roller is currently moving to the left; therefore, the remaining two sample locations are selected from
below the previous mean value. If P(R ∣ E) = 0.5, then the remaining two sample locations are selected at random.

In summary, the Bayes procedure refines roller positions to select probable locations based on past estimates and uncertainty. The
elected points are then used as input for LEMP, which calculates the analytical frequency at each point. The analytical frequencies
re then compared to the true experimental frequency to make state estimations, and the analytical loop repeats itself.

.2. Real-time model updating and model assessment

Real-time model updating can be completed in two steps: (1) calculating the analytical frequency at selected roller positions and
2) choosing the best estimation to represent the current system state using comparison methods. Analytical solutions for system
tates in this work are calculated using three methods: GE, LEMP, and LEMP with a Bayesian search space. The analytical solutions
re used to estimate system states by two methods: error minimization and bounded regression, each using three comparison points.
he error minimization method compares the true (measured) frequency with the frequency at the three testing points and selects
he location that minimizes absolute error. The bounded regression approach was adopted from Hong et al. [37], where the linear
odel by least-squares method is given in its general form by Eq. (42) [46].

[

𝑎
𝑏

]

= (XTX)−1XTY (42)

When three locations selected for comparison of frequency based on roller location, X and Y are defined as below:

X =
⎡

⎢

⎢

⎣

x1 1
x2 1
x3 1

⎤

⎥

⎥

⎦

(43)

Y =
⎡

⎢

⎢

⎣

𝜔1 − 𝜔true
𝜔2 − 𝜔true
𝜔3 − 𝜔true

⎤

⎥

⎥

⎦

(44)

where 𝑎 and 𝑏 are regression parameters such that 𝜔 − 𝜔true = 𝑎𝑥 + 𝑏. Therefore, 𝜔 = 𝜔true when 𝑥 = −𝑏∕𝑎. However, because errors
in the regression model propagate where sample data is limited, the estimated roller location is bound between the minimum and
maximum comparison locations as shown:

x𝑐 =
⎧

⎪

⎨

⎪

⎩

𝑥min −𝑏∕𝑎 < 𝑥min

𝑥max −𝑏∕𝑎 > 𝑥max
−𝑏∕𝑎 elsewhere

(45)

The estimated roller displacements are compared to the measured values by mean absolute error (MAE), signal-to-noise ratio
(SNR) and Time Response Assurance Criterion (TRAC) to assess the viability of each method. While MAE quantifies the numerical
error between the measured and estimated states, the TRAC value quantifies the similarity between time traces [47–49] by comparing
the numerical error and time delay of each estimation. The equations for MAE, SNR, and TRAC are shown in Eqs. (46) and (48)
respectively.

MAE =
∑𝑧

𝑖=1 |𝑥true𝑖 − 𝑥est𝑖 |

𝑧
(46)

SNRdB = 10 log10
(
𝑃signal

𝑃noise

)

(47)

TRAC =
[{𝑡𝑚}T{𝑡𝑒}]2

[{𝑡𝑚}T{𝑡𝑚}][{𝑡𝑒}T{𝑡𝑒}]
(48)

here 𝑧 is the in Eq. (46) is the number of samples used for the state estimation, and 𝑡𝑚 and 𝑡𝑒 are time traces of the measured and
stimated data, respectively. A TRAC value of one indicates perfect time alignment, and a value of zero indicates that the signals
ave no temporal synchronization (i.e. signals not in phase). Therefore, the ideal model would yield a low MAE value and a TRAC
alue near one.

In this experimental investigation, the objective is to optimize two parameters; estimation error and iteration time. The number
f nodes and the number of FEA models needed to obtain optimum objective parameters can be obtained using the single objective
ptimization problem formulated as shown in Eq. (49):

minimize
𝐏

fit = (1 − 𝛼)
𝑒(𝐏)
𝑒′

+ 𝛼
𝑡(𝐏)
𝑡′ (49)
15

subject to 𝐏 = [𝑝nodes, 𝑝models] ∈ P
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Table 3
Assessment of the error minimization comparison method when solving for 3 FEA models 26
nodes.

Solution type Mean absolute error (mm) TRAC SNRdB

GE 10.280 .959 8.755
LEMP 10.286 .957 8.752
LEMP with Baysian search space 10.320 .959 8.730

Table 4
Assessment of the bounded regression comparison method when solving for 3 FEA models 26
nodes.

Solution type Mean absolute error (mm) TRAC) SNRdB

GE 8.54 .963 9.555
LEMP 11.17 .958 8.392
LEMP with Bayesian search space 10.85 .957 8.518

where P is the combination of 𝑝nodes and 𝑝models which are the number of nodes and the number of models used, respectively, and
P is the parameter search space. In this formulation, 𝑒 is the estimation error, and 𝑒′ is the maximum desired error, while 𝑡 and
𝑡′ are the iteration time and maximum desired time, respectively. 𝛼 is the scalarization factor and can be selected based on the
haracteristics of the dynamic environment it is applied to. For a problem with error an minimization focus, 𝛼 is selected as 0; for
n iteration time focus, 𝛼 would be set to 1. In this manuscript, a value of 𝛼 = 0.5 is selected, along with 𝑒′ = 10 mm and 𝑡′ = 1 ms.
n example problem and code are provided in a public repository [50].

. Results and discussion

This section presents the results and provides a discussion on key considerations.

.1. Model updating results

Fig. 14 illustrates results for the estimated roller position of the DROPBEAR testbed using the error minimization technique for
26 node beams with 3 FEA models solved in parallel. Fig. 14(a) presents the estimated roller position using the traditional GE

ormulation, while Fig. 14(b) shows the results obtained using LEMP. Lastly, Fig. 14(c) reports the estimated roller position obtained
sing LEMP with Bayesian search space. Initially, it is assumed that the roller is located at the midpoint of the beam and is moving
o the right. This assumption accounts for the spike in error at the start of each estimation process. The fluctuation in estimations
etween Fig. 14(a) and (b) are similar; therefore, it cannot be concluded that LEMP alone provides smooth estimates. However, as
een in Fig. 14(c), implementing a Bayesian search space with LEMP solutions allows for less fluctuation and smoothens the estimates
ince comparison points are not selected at random but rather by using a probabilistic approach. This is most advantageous when
he roller is stationary, as estimates remain constant for the most part.

The mean absolute error between the estimated and true position and the TRAC values obtained using error minimization are
hown in Table 3. The GE method has a mean absolute error of 10.280 mm with a TRAC value of 0.9596 compared to LEMP with
n error of 10.286 mm with a TRAC value of 0.9577 and LEMP with a Bayesian search space has an error of 10.320 mm, and TRAC
alue of 0.9592. Fig. 14 shows that the estimated data is improved. However, higher MAE and lower SNR is observed in both LEMP
pproaches compared to the GE approach because of the overshoot in estimated data when the roller is stationary. Accounting for
he overshoot observed in LEMP with Bayesian estimated data will result in a better estimate than GE as the MAE is reduced to
.65 mm. Therefore, it is concluded that LEMP with Bayesian somewhat improves the estimated value, with the Bayesian approach
ffering a slightly better estimate.

Fig. 15 illustrates the estimated roller pin location results obtained for the GE, LEMP, and LEMP with a Bayesian search space
or a bounded regression approach used as the comparison method. Again, the fluctuation in estimations between Fig. 15(a)–(c)
re similar, but there is slightly less fluctuation in the LEMP approach that utilizes a Bayesian search space. The MAE between
he estimates using the bounded regression technique and true position, SNR, and the TRAC values for each method are shown
n Table 4. The GE method has a mean absolute error of 8.54 mm and TRAC value of 0.9637 compared to LEMP with an error
f 11.17 mm and TRAC value of 0.9580 and LEMP with a Bayesian search space with an error of 10.85 mm and TRAC value of
.9575. As mentioned earlier, the LEMP algorithm will offer better estimation after accounting for the overshoot when the roller is
tationary.

Note that the error for LEMP with a Bayesian search space is greater when linear regression is applied than when the error
inimization technique is applied. This is due to the conflicting approaches of Bayes and linear regression when the roller is

tationary. When minimizing error, the previous location is selected as a roller location and chosen as a state estimation when
he roller is stationary. However, for linear regression, the approach creates a line of best fit which might not contain the previous
ocation.

While the error minimization approach yields lower MAE values, there are significant fluctuations in the estimates, which are
educed by applying a Bayesian search space as shown in Fig. 14. The bounded regression method allows estimations of roller
16
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Fig. 14. Roller estimations solved using error minimization by: (a) the traditional GE approach; (b) LEMP estimations, and; (c) LEMP estimations using a
Bayesian search space.

locations not located on pre-selected nodes, yielding smoother estimation curves. The one exception is the LEMP estimates using a
Bayesian search space for linear regression because of their conflicting nature. In summary, a LEMP approach using a Bayesian search
space would perform best using an error minimization technique, while LEMP alone would perform best using a linear regression
technique.

4.2. State estimation update time

The LEMP approach offers a lower computational time when compared to solving the GE problem as the structure is simplified
through its modal space representation. The state update time for GE, LEMP, and LEMP with the Bayesian search space for several
numbers of nodes are investigated in this work; using a computer with a Intel®, Core© i7-10700K processor with a base clock of
3.80 GHz and 64 GB of RAM.

There is a significant difference in timing between the GE solver and the LEMP solver; this is expected as the LEMP algorithm has
the new state roots (eigenvalues) bounded to the previous state frequencies, therefore avoiding having to find eigensolutions; which
17
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Fig. 15. Roller estimations solved using bounded regression by: (a) the traditional GE approach; (b) LEMP estimations, and; (c) LEMP estimations using a
Bayesian search space.

Table 5
Time, MEA, and SNR for LEMP and LEMP with Bayesian using error minimization and bounded regression for three FEA models.

LEMP LEMP Bayesian

Error minimization Bounded regression Error minimization Bounded regression

21 26 51 101 21 26 51 101 21 26 51 101 21 26 51 101

Time 0.251 0.253 0.271 0.306 0.320 0.329 0.342 0.381 0.299 0.305 0.318 0.363 0.370 0.372 0.392 0.444
MEA 12.77 10.28 10.01 9.71 11.72 11.17 10.31 10.20 13.52 10.32 9.97 9.62 12.48 10.85 10.21 9.66
SNRdB 7.811 8.75 9.01 9.52 8.18 8.39 9.23 9.62 7.56 8.73 9.12 9.77 7.90 8.52 9.45 10.12
TRAC 0.954 0.957 0.961 0.972 0.956 0.958 0.960 0.978 0.957 0.959 0.971 0.984 0.956 0.957 0.962 0.971

reduces the computational cost and therefore makes it faster. Fig. 16 presents the solver time details for GE and LEMP up to 250
nodes. Fig. 16(a) shows the time it takes both solvers to solve for a new state frequency for a model with 10 to 250 nodes. The solver
here is exclusive to other state update procedures like comparison methods and the addition of Bayesian search space. As presented
18
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Fig. 16. Solver time for the GE and LEMP showing: (a) the time taken by both solver to solve for new state frequency, and; (b) the ratio between the GE and
LEMP solver representing the speed up of the GE.

Fig. 17. Iteration(state update) time comparison between the error minimization technique and bounded regression when using: (a) the traditional GE, and; (b)
LEMP and LEMP with Bayesian.

Fig. 18. Iteration (state update) time using different comparison methods showing: (a) error minimization, and; (b) bounded regression.

in Fig. 16(a), the generalized eigenvalue solver takes more time than the LEMP solver. In Fig. 16(b), the data shows the speed up
offered by the LEMP solver compared to GE. Between 10 to 250 nodes, the GE solver’s time is seen to increase exponentially with
a speedup of about 125 times at the 250 node model, which roughly relates to the largest model that can be updated within the
1 ms timing constraint using LEMP. As the number of nodes increases beyond 250, the speedup offered by LEMP will continue to
increase.

For the focus nodes of 21, 26, 51, and 101, the GE had a timing of 0.19, 0.24, 0.64, and 1.86 ms, respectively. This result
shows that the GE approach would not meet the stringent real-time constraints set by the high-rate dynamic system challenge as
the number of nodes increases. On the other hand, the LEMP solver had a timing of 0.045, 0.046, 0.050, and 0.061 ms for 21, 26,
51, and 101 nodes, respectively. This significant time difference is also due to the prioritization of the contributing nodes.
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Fig. 19. Figure showing the effect number of nodes and number of sampled roller locations has on (a) the mean absolute error, and; (b) the iteration time
using the LEMP algorithm with bounded regression comparison methods.

There was no significant difference in timing between the two comparison methods (error minimization and bounded regression)
as shown in Fig. 17(a) and (b). For the GE and LEMP solver, the error minimization technique can perform slightly faster than
bounded regression. This is expected as the regression process takes more time than mere error calculations. However, both
comparison methods offer advantages when considering the approach to use. Moreover, Fig. 17(b) reports the timing results for
LEMP with Bayes estimator. As expected, the addition of the Bayes calculation adds computation cost and, therefore, time to its
calculations.

The solver’s time alone does not determine how long it will take to update the system’s current state. The number of FEA models
solved in parallel at each time step, and the comparison method influences the time taken to update the system’s state. Fig. 18 shows
the time data for three FEA models for both the error minimization technique in Fig. 18(a) and bounded regression in Fig. 18(b).
The timing for both approaches is similar; however, the time performance of LEMP against GE is not. The figures show that the
time constraint of 1 ms is only met at 21 and 26 nodes when using the GE, whereas, for both LEMP and LEMP with Bayesian, the
state update time of 1 ms can be achieved for models with more than 101 nodes.

Fig. 19 reports the performance space for the model updating scheme. Fig. 19(a) shows how the mean absolute error of state
estimation is affected by the number of nodes used to build the FEA model of the beam and the number of FEA models solved in
parallel. The data shows that the number of FEA models selected will cause the estimation to exceed the allowable error if it is
one or two. There is no noticeable reduction in error if the number of FEA models selected is beyond three for nodes between 51
and 101. However, the error when using fewer nodes can be reduced by selecting a higher number of FEA models during the state
update process. Fig. 19(b) displays data on how the number of nodes and the number of FEA models solved in parallel affect the
iteration time. As the number of nodes increases, the iteration time increases, and the same is seen for the number of FEA models
used. Since selecting three FEA models allows the state estimation to stay within the allowable error, it is reasonable to discard the
usage of the higher FEA models to reduce computation time. Parameter optimization is carried out as earlier described and shown
in Fig. 19(c); an optimal algorithm configuration is seen to be at around 250 nodes with seven FEA models. This optimal algorithm
configuration may change on different hardware.

Detailed data on time, mean absolute error, signal-to-noise ratio, and TRAC values on the state estimation results for the LEMP
and LEMP with Bayesian with three FEA models solved in parallel for 21, 26, 51, and 101 nodes is presented in Table 5. The data
shows that error is decreased as the number of nodes increases, whereas time increases as the number of nodes increases.

5. Summary and conclusion

In this work, a real-time model updating technique that leverages the local eigenvalue modification procedure (LEMP) to reduce
the original eigenvalue solution to a set of second-order equations is formulated. Experimental validation was undertaken using data
from the DROPBEAR testbed, and the proposed algorithm was implemented offline. For the relatively simplistic structure considered
here, modeling errors in the initial formulation of the system were not found to be a challenge.

Roller estimations were calculated by GE solutions, LEMP solutions, and LEMP solutions utilizing a Bayesian search space using
both error minimization and linear regression as comparison methods. The error minimization technique generally resulted in sharp
transient errors during roller movement and fluctuation when the roller remained stationary. Both of which were improved with the
application of a Bayesian search space. Applying the bounded regression technique generally reduced estimation fluctuation during
roller movement but not during stationary periods.

The GE and LEMP solutions offered similar accuracy; the LEMP solutions with a Bayesian search space yielded smoother results
with less fluctuation during roller movements and stationary periods, which is advantageous when tracking an unchanging system
as false reports of damage would be minimal. However, the results also showed that GE would scale poorly with the higher node
20



Mechanical Systems and Signal Processing 195 (2023) 110318E.A. Ogunniyi et al.

e
B
y
i

D

t

D

A

n
S
w
c
U
r

R

when time is a critical factor being considered. Therefore, the LEMP algorithm is used on the DROPBEAR data to update its state
under 1 ms for up to 250 nodes.

From this work, it can be inferred that LEMP solutions reduce the number and complexity of calculations required for state
stimations. Furthermore, it is shown that LEMP performs best using a linear regression method, while LEMP approaches using a
ayesian search space perform best using an error minimization method. It is concluded from this work that the LEMP approach
ields state estimations that are comparable to those found using a GE solution and provide a viable method for updating models
n real-time. An example problem and code are provided in a public repository.
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