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ABSTRACT

The design and implementation of an

expert system for personal scheduling is
presented. In this system, a user can
schedule activities which are daily
periodic, weekly periodic, and
nonperiodic. In addition, holidays and
deadlines can be scheduled. Tasks vwhich

scheduled with
system until

have a deadline are
increasing frequency by the

it is informed that the tasks have been
completed. The system uses multiple
knowledge representations for different
situations. Frames are used for
declarative knowledge about schedules;
production rules are used for control
knovwledge. Both rote learning and

inductive learning are used by the system
to accumulate event knowledge and to
provide defaults. SCHEDULER also provides
a real-time scheduling environment and a
complete calendar.

I. INTRODUCTION

Several systems for time reasoning
and scheduling have been reported to date.
However, few have been designed for
scheduling the activities of individuals
in a variety of occupations, also, few
investigations into the learning of
personal habits and characteristics by
intelligent computer assistants have been
conducted. According to a proverb, "Time
is life." Obvicusly, a system, which is
able to help a user make long or short
term time arrangements and bring all
personal time and activities under an
easily observable and controllable
condition, 1is Dbadly needed. Moreover,
since personal scheduling may be an
expensive secretarial function, it is
worthwhile to construct a knowledge-based
system in this application domain.

This
design and

paper presents work on the
implementation of an expert

system for personal scheduling, called
SCHEDULER. The approach draws from
studies in database engineering, knowledge
engineering, software engineering, and
computer learning. There are three - major
motivations for this research. The first
is to analyze a scheduling system which
could be used by individuals in a variety
of occupations. The second is to do an
experiment in using multiple knowledge
representations to cope with different
situations in one system. The third is to
provide a foundation and scme leads for
later extension and research in the areas
of computer learning, computer advisement,
natural language understanding, and office
automation,

II. DESIGN AND IMPLEMENTATION

In SCHEDULER, a user's activities to
be scheduled are partitioned into three
primary groups: daily periodic, weekly
periodic, and nonperiodic. Two additional
groups are special days, used for
scheduling holidays, and deadlines. This
partitioning provides the basis for making
a user’'s time arrangements controllable
and observable.

The system is designed as seven major
subsystems, as shown 1in PFigure 1. The
natural language wunderstanding subsystem
(not yet implemented) is used to parse and

understand a user's queries. The
performance subsystem is used for updating
and retrieving schedules. The advising
element gives advice to the user. The
computer system clock connected to
SCHEDULER provides the system with a

real-time scheduling environment.

The database subsystem consists of
the daily-periodic schedule frames, the
weekly-periodic schedule frames, the
nonperiodic schedule frames, the deadline
frames, and the special day frames. All
these frames have two levels. The
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Figure 1. The Flow of Control and Flow of

Information in SCHEDULER

first-level frames store time and activity
arrangements, from which time knowledge
can be calculated through a fetching and
sorting procedure, The second-level
frames store detailed information for
different events, It is assumed that a
user is free of daily periodic activities
on a scheduled holiday and that a holiday
may also be scheduled as nonperiodic,
weekly periodic, or yearly pericdic. An
active cycle period may be specified for
any periodic activity.

The knowledge
control knowledge,

base consists of
event (task, special
day, or deadline) knowledge, time
knowledge, and natural language
understanding knowledge. Time knowledge
is directly calculated from the data base.
Event knowledge learned by the two

learning elements are also represented as
frames similar to the second-level data
base.

The learning (1) module uses rote
learning to get knowledge directly from
the user. The learning (2) module uses
induction to learn time knowledge and
event knowledge from the database
environment. Two inductive learning

algorithms for event knowledge are

event  for

investigated. The idea of the first one
is to store a second-level frame as an
initial event sample for later reference,
which is updated when another event of the
same activity is scheduled. In this way,
the knowledge for an event can be refined
and accumulated (see Figure 2. (1)). The
idea of another algorithm is to use a new

an activity as a filter frame

{or transfer frame) to the former sample:
frame, the identical values and slots
‘between the two frames are learned as
knowledge(see Figure 2. (2)) [1)}. Both
algorithms belong to the class of
"learning from examples™ [5]. The first

one is implemented in this system.
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Figure 2. Learning-from-examples events

The system 1is implemented as one
process. The implementation environment
is Franz Lisp and OPS5 languages executing
on a VAX-11/780 under the VMS operating
system. It is tested by both top-down and
bottom-up techniques.

In the implementation, the program is

organized into three parts. The first
part consists of the data base, the event
and time knowledge base, and a garbage

collector, all of which are implemented as
frames in Franz Lisp. The second part
consists of a set of procedures which are
called by the third part to perform
different functions. This part 1is also



implemented in Franz Lisp. The third part
consists of control knowledge (also
language knowledge for further extension)
in the form of production rules grouped
into modules implemented in OPSS5.

The system, in its present version,
can perform the following functions:

1. Understanding informal time phrases,
such as "today", "tomorrow", "next

Monday", etc. in a real time
environment;

2., Finding appropriate periodic or
nonperiodic time slots and reporting
conflicts;

3. Accepting formal queries and updating
schedules in terms of long or short
period time arrangements. These
updating tasks include scheduling
daily periodic, weekly periodic, and
nonperiodic activities, scheduling
deadlines, scheduling holidays on any
date in any detail, and changing the
time for any activity on any date.

4, Learning and providing knowledge about
a event when updating;

5. Showing time arrangements and specific
tasks for any date in any detail;

6. Showing current time and scheduled.

tasks;

7. Providing reminders of scheduled
deadlines and special days beforehand;

8., Being polite to the wuser by making
greetings according to different time;

9, Fetching and saving old schedules as
personal records.

The following shows some frame
representations and how the system works
for some sample queries.
<EXAMPLE 1: Show current time and tasks.>

--> (SCHEDULER!)

{load 'framesl]

[load 'frames2]

GOOD MORNING!
THIS IS SCHEDULER.

Enter a character to continue >> ¢

Please specify one of the following,

0. EXIT
1. show current time
and task

2. show calendar

3. update schedule

4, show schedule

5. save old schedule

Current task: T
7:00 -- 7:30 breakfast

daily Jan 1 1984 to May 31 1984
Next task:

7:30 -~ 8:30 go church :
weekly Jan 1 1984 to Dec 31 2000

e e e e e e e - - ————

<EXAMPLE 2: Show one day schedules.>
SHCOW ONE DAY SCHEDULE
Here 'next' means two days later if in

the same week, otherwise in the next week,
Specify one of the following,

0. LEAVE 6. next Wednesday
1. today 7. next Thursday
2. tomorrow 8. next Friday

3. the day after tomorrow

4. next Monday 9. next Saturday
5. next Tuesday 10. next Sunday

or you may specify any date as,
e.g., "(Apr 22 1984)"

>> tomorrow

(M Apr 2 1984)

0:00 -- 7:00 sleep )

daily Jan 1 1984 to May 31 1984
7:00 -- 7:30 breakfast

daily Jan 1 1984 to May 31 1984
8:00 -- 8:55 E873

weekly Jan 16 1984 to May 12 1984
9:15 -- 10:00 see Jack

12:00 -- 13:00 1lunch

daily Jan 1 1984 to May 31 1984
14:00 -- 15:15 ES25

weekly Jan 16 1984 to May 12 1984
16:30 -- 17:30 jogging

daily Jan 1 1984 to May 31 1984



i

18:00 -- 18:30 supper

daily Jan 1 1984 to May 31 1984
20:00 -- 24:00 programming

daily Mar 1 1984 to Apr 30 1984

DEADLINES IN 30 DAYS
application for admission

May 1 1984

Detailed information may be available.
1f you need any, please specify the
activity or enter "n" to continue.
Specify here >> E873

(M Apr 2 1984) EB873:

is_a ¢+ class

place : E304

topic :+ image processing
by ¢+ Dr. Huhns
attendees : graduate students

III. DISCUSSION

Among the reported systems, some are
for jobshop scheduling and some are for
assisting a manager in scheduling a team
{21, while the domain for SCHEDULER is
different., It is for personal scheduling,
the users of which are people from
different facets of society. Since
different wusers have different activities
and the activities of each are often
subject to change, the situations faced by
SCHEDULER are more informal, general, and
irregqular than faced by the other reported
systems. However, the selected domain is
limited enough for a knowledge-based
system approach because it is only used by
one individual. On the other hand, since
personal scheduling for many people is an

expensive secretarial job, a
knowledge-based system and computer
learning approach for this domain is
suitable and worthwhile. -

After the application domain . is
given, selection of an appropriate
representation scheme is a key. It is
commonly agreed that a sound
representation is the foundation for

success in Artificial Intelligence, be it
in knowledge-based expert system building
or computer learning. In other words,
some representation can always be found
better than the others to represent a kind
of knowledge 1in a specific situation
although in some uninteresting theoretical
sense all computer-based representations

are equivalent [4].
research has confirmed that- a single
representation is wusually not sufficient
for a knowledge-based system, and the use
of an appropriate combination of different
representations may provide the system
with more advantages [3]. Based on these
points of view, a combination of multiple
knowledge representations have been
selected for building SCHEDULER: frames-
are used for both the data base and event
knowledge base as a major representaion
(refer to II), while production rules and
procedures are used for control as another

Moreover, recent

‘major representation.

Frame theory
intelligence arises

contends that 1)
from the application
of large amounts of highly specific
kxnowledge, as opposed to a few general
inferencing mechanisms, and 2) this is
accomplished through the use of a library
of frames, packets of knowledge that
provide descriptions of typical objects
and events [2]. These descriptions
contain both an abstract template
providing a skeleton for describing any
instance and a set of defaults for typical
members of the class. The defaults allow
the information system to supply missing
detail, maintain expectations, and notice
ancmalies. These features make frames a
natural representation for scheduling.

On the other
scheduling faces a
activities, the system control must be
flexible,. This makes production rule
representation a ~ best candidate for
contrel knowledge {also for language
knowledge). As production rules are
modular, rules can be added, deleted, or
modified without directly affecting other
rules. Also, production rules are uniform
in structure and easy to understand. The
characteristics of modularity and
uniformity of rules gain the system two
advantages. First, the control structure

hand, since personal
variety of users and

may be changed easily. Second, an
arbitrary number of procedures may be
called by adding more rules. So using
rules as a control knowledge

representation provides the system with
maximum flexibility and extensibility.

The information flow and
representation scheme used in SCHEDULER
are abstracted as Figure 3, which may be
generalized as "using rules to call
different procedures to handle different
frames”. SCHEDULER confirms that this
representation scheme is able to combine
the best qualities of production rules and
frames as well as eliminating the
disadvantages of either,
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Figure 3. Abstract model for control

IV. CONCLUSIONS

The presented system
provides an easier way for
scheduling. Computer learning approaches
are made in the selected domain.
Different representations used in a
combination in the system yield more
advantages than would a single
representation. This work presents a
model of an intelligent system used for
personal scheduling and also provides
leads for further study on using a
knowledge-based expert system to replace
secretarial functions in the office
autcmation domain.

personal

The system is time efficient for
performing most scheduling functions and
responds in approximately one second. The
major limitation is that its intelligence
can only be used to help the user to make
time arrangements and provide knowledge
about events. The system 1is presently
being extended to provide

1. a natural lanquage interface so that
it can accept informal queries;

2. categories of event knowledge so that
the information provided is more
reasonable and accurate;

3. a learning capability for a wuser’'s
habits in order to give Dbetter

scheduling advice.
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