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Abstract
Purpose The purpose of this research was to develop a system that can read and report the volume of liquid medication present in
syringes.
Methods The system is comprised of a digital webcam which is designed to communicate with a computer program developed
using MATLAB. The system includes two functional modules, one supporting syringe classification, and another supporting
volume measurement. Adaptive template matching was used to determine the best match point between target and template
images. The connected component labeling method was used during volume measurement. An artificial neural network (ANN)
model was developed using MATLAB to support the intended volume measurement functionality. The developed ANN was
designed as a classifier which determines the plunger depth of the syringe and then leverages this result to calculate and derive the
volume of medication inside the syringe as the final system output. Commercial Luer-lock syringes of sizes from 1 to 30 ml were
used in conjunction with syringe tip caps of blue and yellow color. Tap water or aqueous dye solutions of yellow, red, and blue
color simulated liquid medication in the syringe.
Results The developed syringe classification system successfully detected and categorized all tested syringes according to their size.
The best accuracy of the system was found to be 99.95% with a 3-ml syringe, while the worst accuracy was 95.82% with a 5-ml
syringe. It took approximately 6 s to perform the entire task demonstrating the utility of this system to report volumes in real time.
Conclusion The developed system can be used across a variety of settings that routinely support measuring and handling liquids
in syringes including hospitals, pharmacies, and the pharmaceutical industry.
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Introduction

In hospitals and other institutional settings, injections, and
parenteral drug delivery is an important means of admin-
istering medications to patients. Recently, there has been
an increase in the number of medications that are
prepackaged in syringes that are sealed with a syringe tip
cap. In all these instances, a liquid solution of the drug or
diluent is taken in a syringe during compounding, while
adding a diluent, when administering the medication to a
patient, or when packaging injections or solutions after
preparation. The accuracy of the volume of liquid present
in the syringe can have a significant effect on the outcome
related to the process in which the syringe is intended to be
used [1]. For example, if a 500-mg dose is to be provided
in 5 ml solution and the actual volume drawn into the
syringe was 4.8 ml, there will be a 4% error in the intended
dosage to be administered. Such inaccuracies in dose can
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impact the therapeutic effect related to a drug [2]. Errors
related to inaccurate volume do not occur deliberately;
rather a technician or pharmacist can make a genuine mis-
take. The manual and visual verification of the volume of
liquid in a syringe is very subjective resulting in errors due
to differences in syringe holding technique and visual in-
spection of syringe plunger position above or below eye
level to name a few [3]. Additionally, numerous pharma-
ceutical products, including pain medications, hormones,
diluents, biotechnology-derived products, anticoagulants,
etc., are available in prepackaged syringes or Bprefilled
syringes.^ The imprecision related to the fill volume in
prefilled syringes can significantly alter the dosage of the
medication based on deviations from the label claim asso-
ciated with the product [4].

Compounded pharmaceutical preparations are in gener-
al reported to be highly error prone with potency being the
most common quality testing failure observed, which has
been found to range between 68 and 268% of the labeled
claim [5]. Compounding of sterile preparations is associat-
ed with severe risk factors due to the high incidence and
potential for process-based errors [6, 7]. One such height-
ened degree of risk is because numerous IV medications,
such as epinephrine, phenylephrine, norepinephrine, hepa-
rin, ketamine, IV anticoagulants, insulin, cardioplegic so-
lutions, hypertonic dextrose, etc., are in the Institute for
Safe Medication Practices (ISMP) list of high-risk medica-
tions [8]. The high-risk medication list includes all medi-
cations that can cause significant patient harm when used
in error. Another cause for concern is that erroneous IV
medications are directly introduced into the systemic cir-
culation thus triggering potential adverse effects immedi-
ately with limited or no possibility of rapid reversal or
mitigation [6]. Although not directly attributable to errors
made in an IV compounding room, another cause that am-
plifies the situation are the challenges involved in
implementing and using standardized doses of medications
[6]. Even when hospital formularies have established def-
inite standardized doses for medications, prescribers have
been found to order non-standard doses that require
compounding [9]. This practice is thought to be a leading
cause of medication errors in therapies administered to
adults, children, and neonates. Numerous technology-
based solutions have been adopted by other fields in the
healthcare industry to address some of the shortcomings in
the delivery of patient care. However, a recent survey re-
ported that use of innovative technologies in an IV
compounding setting is severely limited across the nation
[10]. There are also numerous variants of a particular pro-
cess that are used in the IV compounding settings across
hospitals nationally, contributing to higher occurrence of
errors [11]. Lack of regulatory authority related to guide-
lines published by various stakeholders in this field and the

generalizations used in USP <797> that lend themselves to
different interpretations contribute to this type of variable
practice [12].

Current practices in pharmaceutical industry include visual
inspection using several strategically positioned digital cam-
eras, X-rays, and various imaging devices to inspect for de-
fects, foreign material, cracks, missing or misapplied stoppers
and seals, etc. [13]. Machines can provide visual inspection as
effectively as human technicians with the advantage of high
speed and throughput. However, human inspection is taken as
the standard for visual inspection according to USP <790>
[14, 15]. Currently there are no available systems that can
automate the volume measurement step required during
compounding or packaging of sterile preparations that are to
be drawn into a syringe. In this manuscript our team intro-
duces and validates a new semi-automatic system that can
be readily integrated with existing technologies. The proposed
system includes several key design features such as low cost,
high accuracy, high efficiency, and robustness. The scope of
automatic volume detection is not limited to health care indus-
try, but similar techniques are already being investigated in
industrial sectors, such as visual inspection in soft drink bot-
tling plants [16], printed circuit boards (PCBs) [17], and re-
mote visual inspections of aircraft surfaces [18].

The vision for the system is to automate real-time sy-
ringe volume reading during compounding and inspection
(completed by a pharmacist) through a combination of dig-
ital image processing algorithms and artificial neural net-
works (ANNs). The proposed approach demonstrates the
use of digital camera technology to classify and detect the
volume of liquid medication taken in Luer-lock syringes.
Syringes normally used during compounding of sterile
preparations ranges from 1 to 60 ml. The system reported
in this manuscript tested syringes of size from 1 to 30 ml.
The experiments were conducted for similar syringes at
different times under identical experimental conditions to
check the reproducibility of the system and accuracy of
volume detection. The system was designed to make it
realizable in real time to inspect and measure volume of
compounding syringe while the technician is compounding
the medication. It can also be utilized to obtain the volume
and type information of finished products, such as prefilled
syringes in manufacturing settings, or to determine the fill
volume in syringes by pharmacists checking the volume
after compounding is completed.

Materials and Methods

The system developed during this effort consists of two sepa-
rate components: an initial syringe classification component
followed by the volume measurement component. Syringe
classification was done using image analysis and digital image
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processing. Subsequently, a trained ANN detects the volume
of fluids present in the syringe. The measurement stage is
dependent upon the results of the syringe classification stage.
Specific information regarding the implementation of the sy-
ringe classification and volume measurement stages is includ-
ed below. Furthermore, we discuss the system validation and
testing procedures that were implemented during this initial
effort.

Our system processes image frames acquired from a digital
camera that is integrated with MATLAB software [19]. The
MATLAB program includes image processing and machine
learning functionality to classify the type of syringe being
used and provide an approximation of the volume of medica-
tion present in the syringe. Our digital image processing ap-
proach to facilitate detection of the syringe tip cap implements
adaptive template matching [20]. The use of adaptive template
matching forms the basic foundation to extract features of a
syringe from the whole image. Adaptive template matching
technique is widely utilized in object detection [21], image
registration [22], object tracking [23], as well as within vari-
ous types of machine vision, industrial, and surveillance ap-
plications [24]. In addition to adaptive template matching, we
employed a weighted threshold histogram equalization with
improved switched median filtering technique [25] to remove
the impulse noise in the image and preserved the edge infor-
mation. A recursive segmentation approach that extends
Otsu’s method [26] was used to extract the brightest object
from the darkest background at the final iteration [27].
Subsequently, a segmentation process converted the gray-
scaled image into binary data enabling further processing.
Lastly, connected component labeling (CCL) [28] was applied
to separate the medication and/or plunger region of the syringe
from the whole segmented binary image. Various popular al-
gorithms for CCL were used, tested, and verified in real-time
using various hardware interfaces [29]. The multi-class confi-
dence level in conjunction with weighted minimum distance
classifier [30] was used to classify six syringes used in the
compounding process with considerable accuracy. The feature
vectors for all the syringes were widely spaced, enhancing the
efficiency and computation time related to the classifier [31].

The automated volume measurement capability of the sys-
tem is accomplished by using supervised machine learning
and ANNs [32]. ANNs were trained to measure the plunger
depth in pixels and corresponding volume to build a neural
network model that was later utilized for volume calculation.
All ANNs were trained using previously established datasets
obtained by conducting various experiments to record the
plunger length of different syringes at different volumes under
identical experimental environments. Support vector ma-
chines (SVMs) [33] can perform better than ANNs for training
in machine learning due to their higher feature dimensions
[34] in analysis. But SVMs are slow and very complex to
implement. Additionally, for single input-single output

datasets with high linearity, ANNs can be satisfactorily trained
and used.

Commercial Luer-lock syringes of various capacities from
1 to 30 ml were tested using the system. The flow chart illus-
trating the system and its functioning is given in Fig. 1. The
experimental setup is shown in Fig. 2a, which includes a
Styrofoam base that contains a curved depression into which
the syringe can be placed during classification. The Styrofoam
base helps to firmly immobilize the syringe during measure-
ment and was designed to increase the accuracy and precision
of the system.

Image Acquisition and Pre-processing

The configuration of the system and its components was
set up to work in real-time. A Logitech webcam (Model
C615) digital camera was interfaced with a PC. A
MATLAB program was developed that uses a special rou-
tine to start the digital camera and video and image acqui-
sition. For the purposes of this initial project, the digital
camera was fixed at an appropriate height from the surface
of a Styrofoam base holding the syringe as shown in Fig.
2a. Real-time video input obtained from the digital camera
was supplied to the MATLAB program, which extracted
images from the various frames of the video feed. Images
obtained by the camera were enhanced using histogram
equalization to balance intensity and median filtering was
utilized to remove noise. A histogram equalization of the
image with 64 different levels was employed to derive an
image with a uniform intensity distribution. Median filter-
ing with a window of size 3 × 3 was applied to remove
small dots present in the syringe and background. The
aforementioned digital image processing completed within
the MATLAB program rendered the image suitable for
segmentation.

Syringe Classification System

The syringe classification system (SCS) proceeds to detect
the correct syringe size through several sub-routines occur-
ring sequentially starting with detection of the syringe tip
cap via template matching, followed by whole syringe im-
age processing using image acquisition and pre-processing
(IAPP), and ending with syringe width and length calcula-
tions. To enable identification of the proper syringe tip cap,
several template images of syringe tip caps of various
colors placed in a variety of spatial orientations were stored
by creating a database. Figure 2c, d shows representative
templates of blue and yellow colored syringe tip caps that
were used in the experiments. Individual template images
have a size of 150 × 200 and the whole image had a size of
1080 × 1920. The template matching technique determines
the perfect match point location in the target image whose
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appearances match one of the template images stored in the
database. The developed MATLAB program receives the
image frame obtained from the digital camera and loads
various templates of blue and yellow syringe tip caps.
One unique template image from the database is run over
the entire target image (e.g., whole image of syringe) to
find the best match point in the target image. The
template-sized portion of the target image is extracted from
the target image, and cross-correlation is computed with
template image using Eq. 1 [23, 24].

η ¼ ∑i; j∈WI1 i; jð Þ:I2 xþ i; yþ jð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i; j∈WI

21 i; jð Þ
q

:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i; j∈WI

22 xþ i; yþ jð Þ
q ð1Þ

In Eq. (1), η is the normalized correlation coefficient
and Ii(x,y) is the intensity value at position (x,y). After
the syringe tip cap detection was completed, the whole
syringe image was processed to enhance the image via

IAPP. The enhanced image was then subjected to segmen-
tation, and the barrel width calculation process started
using connected region analysis [28]. The connected re-
gion analysis gives the area, length, and width properties
of the sub-regions of the whole binary image, as shown in
the Fig. 4b. The detected syringe tip cap from the first part
of this process is an important attribute utilized for classi-
fication and barrel length calculation. After the volume
measurement system (VMS) detected the syringe tip cap,
its centroid was computed. In order to compute the cen-
troid of the black rubber tip of the plunger, the grayscale
image of the syringe was subjected to segmentation after
the IAPP process. After segmentation, the binary image
was obtained, as shown in Fig. 4b. Following this, the
eight-connected analysis was applied in the binary image,
and the largest continuous region was extracted and sepa-
rated from the original binary image as shown in Fig. 4c.
This image, representing the syringe space between the

Fig. 1 Flow chart of complete
system (syringe classification and
volume measurement)
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syringe tip cap and the plunger region, was first eroded and
then dilated to remove noise on the edges. Equation 2
shows how the distance dist was determined.

dist ¼ S−Mij j ð2Þ

Where, S = {L,W}, L = syringe length, W = syringe bar-
rel width, and Mi = mean feature vector of syringes of
various sizes, i = 1 to 6. The mean feature vector of each
syringe was computed from 50 previously recorded data
vectors.

The dist vector represents the difference between the
mean feature vector of a new sample image of the test
syringe and the mean feature vector point of six syringes
considered in classification. A zero or near zero value of
the dist vector indicates a perfect match between the new
sample image and the syringe size corresponding to the
mean feature vector point in the previously recorded data.
Thus, a feature vector comprised two features, namely the
syringe length and syringe barrel width, that were used to
conclusively classify and assign the size of a particular test
syringe. The Luer-lock syringes tested had plungers that
have a black, latex-free rubber tips and the yellow and blue
syringe tip caps were made of thermoplastic elastomers.
Clear tap water and aqueous solutions of yellow-, red-,
and blue-colored dye were used to simulate medication in
the syringe.

Volume Measurement System

The second component of the system comprises features that
support the automated measurement of the volume of medi-
cation contained inside a syringe. The volume of medication
measured inside the syringe primarily relies on the plunger
depth (PD) calculation, and this process is demonstrated in
Fig. 4. PD is defined as the length between the centroid of
the syringe tip cap located in the upper region of the syringe
and the centroid of the black rubber tip of the plunger located
in the lower barrel region of the syringe. In Fig. 4e, the green
dot marks the syringe tip cap centroid and the red dot marks
the plunger tip centroid. Both the digital camera and the
Styrofoam base are fixed at a particular position so when the
syringe containing the medication is placed on the base the
orientation of the syringe is such that the syringe tip cap will
always be on the top of the acquired image and the plunger
rubber tip will be towards the bottom. The VMS detects the
syringe tip cap, and calculates the syringe tip cap and plunger
rubber tip centroids after processing the image as described
under SCS. The volume of medication taken inside the sy-
ringe was manually filled and adjusted to various volume
markings by withdrawing the syringe plunger then fed into
the MATLAB program for PD calculation when the VMS
was trained. The MATLAB program calculated the PD using
the procedure described above. The calculated PD and

Fig. 2 a Experimental setup of the system; b plan view of syringe on Styrofoam base showing barrel length andwidth; c template of blue syringe tip cap;
d template of yellow syringe tip cap; and e layout of Styrofoam base
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corresponding actual liquid volume makes a data pair, and
several data pairs were generated and stored in a Microsoft
Excel spreadsheet, as shown in Fig. 6, to create a database. An
identical procedure was followed for all six syringe sizes
when creating the expanded database. The database contained
500 data pairs for each syringe size in six separate data files.
The developed database was utilized to train an ANN com-
posed of 10 hidden neurons, one input and one output. From
the database, the plunger depth was used as the input and the
observed volume was the output for training. At the conclu-
sion of training, there were six trained neural network models
for each syringe size that takes plunger depth as input and
gives the volume of medication inside the syringe as the
output.

After the syringe classification process gave the result in
string, the text was compared with a previously stored array of
text,

Array ¼ ‘One’; ’Three’; ’Five’; ’Ten’; ’Twenty’; ’Thirty’
� �

When the result string matched with one of the six strings
in the array, the corresponding trained neural network model
gets called and the plunger depth passed to the model.
Subsequently, the volume of medication inside the syringe is
obtained as the output.

Results and Discussion

The syringes used in the experiments were commercially
available Luer-lock syringes, which are used during aseptic
compounding of sterile preparations and for packaging paren-
teral preparations in the form of prefilled syringes. The exper-
imental setup can be reproduced, configured, and implement-
ed effortlessly and with minimal cost in pharmaceutical labo-
ratories, compounding pharmacies, or pharmaceutical indus-
try. The entire system was developed in MATLAB R2013a
utilizing the neural network training and image processing
toolboxes. With a single acquisition of an image frame from
video, the system accurately and precisely classified the type
of syringe utilized and the volume of medication contained
inside in real time. The system is versatile enough to classify
and measure syringe volume even when the syringe contains
colored medication.

Syringe Classification System

The system performed syringe classification without any er-
ror. A high success rate is required during the syringe classi-
fication step, because the subsequent volume measurement
relies on proper syringe classification. This is because the
obtained syringe classification result decides which trained
neural network model gets loaded to map the calculated

plunger depth into the volume of medication. The template
matching technique then determines the perfect match point
by performing correlation calculations based on Eq. 1. This
calculation process progresses from the left-top point row by
row to the right-bottom point of the target image and correla-
tion coefficients were stored in a 2D matrix. Thus, when the
calculation process is complete, the largest value with its index
(pixel location) obtained from the 2Dmatrix provides the best
match between the template image and the target image. If a
match point is not detected in the first trial with one colored
syringe tip cap, then another colored template is loaded and
the process repeated again to locate the best match point. To
enable optimal detection of the best match point, some exper-
imental setup constraints were imposed. One such constraint
was the limit of the region of interest during the detection of
the syringe tip cap. In the experimental setup, the detection
points were set between 150 and 700 for vertical length of
image. These points were set based on the initial experimental
readings taken as the systemwas being developed. Thus, if the
detected points in the target image do not fall within this
criteria then other template images are loaded, and the whole
process is run again until it gives the matching valid detected
points. One drawback of this type of constraint is that this
could lead to an increase in system computation time.
Another constraint was that the lower end of the syringe barrel
was locked in the Styrofoam as shown in Fig. 2b, and that
point is always constant in the image since the camera is
immobile and attached at a point in a metallic stand. The
calculated barrel length is the distance between the lower
end of the syringe barrel and syringe tip cap point. As shown
in Fig. 2b, the red horizontal line indicates the distance be-
tween the blue colored syringe tip cap and the lower end point
of the syringe barrel. The barrel width is indicated by the green
horizontal line in Fig. 2b. Figure 2e shows the schematic dia-
gram of the Styrofoam base that was used to hold the syringes
during testing and is colored in the diagram to describe its
functionality. The green-colored surface indicates the concav-
ity introduced by cutting the Styrofoam so that it holds the
syringe without any movement when placed. The blue-
colored side is a cut surface that meets the green concavity
to form an edge and helps to hold the syringe barrel flange in
position when measurements are made.

When the connected region analysis was done following
image segmentation, only a single binary connected region
with the largest area in the image was selected, and all other
smaller regions were removed, because this portion of the
syringe with or without medication always yielded the largest
region in the segmented binary image. Barrel length (L) is a
strong feature during syringe classification because 30, 20, 10,
and 1 ml syringes could be easily identified due to their inher-
ent differences in length. However, 5 and 3 ml syringes pos-
sessed similar barrel length. Thus, barrel width (W) was also
taken into consideration tomake the classificationmore robust
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and efficient. The width of the largest connected region is the
barrel width as shown in Fig. 4c.

In Fig. 3, the cluster of data points of six different size
syringes is shown with the corresponding mean feature vector
point (see figure legend). There is a small scatter associated
with the 50 samples from each syringe size shown in six
separate clusters that were used to compute the mean feature
vector point for each syringe. The narrow clustering of the
data points seen in the results indicates the flawless perfor-
mance of the syringe classification step. Additionally, the low
spread of the mean feature vector points denotes the high
accuracy and precision of the system. There is adequate dis-
tance between the data clusters of different syringes which is
key to making an error-free syringe classification. Figure 3
distinctly shows that based on the barrel length (major feature)
and the barrel width (minor feature) the six syringe sizes used
during compounding can be easily classified. The mean fea-
ture vector points of each syringe are shown in solid colors or
solid colors with a dot in the middle. The length shown in the
X-axis in Fig. 3 is the barrel length in pixels. The result from
the syringe classification stage was obtained as a string indi-
cating one of the six syringe sizes utilized during testing. The
efficiency of the system to classify the syringe was tested and
found to be errorless during all trials for each syringe size.
During these trials, the plunger was withdrawn to various
volume markings in a particular syringe. This was done to
simulate actual situations under which the syringes are typi-
cally used when preparing or dispensing a compounded sterile

preparation. As an example, for the 30-ml syringe (Fig. 4a),
the syringe classification process was tested by changing the
plunger position by 1 ml starting at 30, 29, 28 ml, down to
1 ml. Similarly, 20, 10, 5, 3, and 1 ml syringes were tested
with plunger positions varied according to the syringe capac-
ity. Representative pictures of syringes and plunger positions
used during classification are shown in Fig. 5. Figure 5a–f
shows the classification output string in the lavender-colored
box titled BSyringe Classified.^ The original image of various
syringes with the plunger at different positions is also shown
as follows: for 30 ml syringe plunger position at 18 ml, 20 ml
syringe plunger position at 13 ml, 10 ml syringe plunger po-
sition at 4 ml, 5 ml syringe plunger position at 3 ml, 3 ml
syringe plunger position at 1.3 ml, and 1 ml syringe plunger
position at 0.6 ml respectively.

Volume Measurement System

A critical step during the volume measurement process is de-
termination of the plunger depth starting with image segmen-
tation, calculation of the syringe tip cap and plunger rubber tip
centroids, and calculation of the vertical distance between the
syringe tip cap centroid and the plunger rubber tip centroid. A
sufficiently large threshold value was used during image seg-
mentation to clearly separate the background image and fore-
ground object. An important goal of the image segmentation
process was to preserve the black rubber tip region of the
syringe plunger. The threshold value used allowed that only

Fig. 3 Data points and mean point plot for minimum distance classifier
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regions with very low intensity be retained even though abso-
lute segmentation was not necessary. Since the plunger region
in the extracted image was always at the bottom part of the
image according to the experimental setup, the lowest 200
pixels from the image were taken into account and the cen-
troid calculated as shown in Fig. 4e. The rectangular window
lined by red dashes shows the region containing the lowest
200 pixels, and the green dot is the calculated centroid. This
process helped obtain an accurate and precise value of the
reference point for the plunger region in each experiment
and minimized the dependency of the calculated centroid to
the thresholding technique. In order to make the image length
consistent and to minimize error associated with thresholding
during each experiment, only the vertical distance was taken
into consideration, which means that the difference between
x-coordinates was neglected. The difference between the y-
coordinates of the syringe tip cap centroid and the centroid of
the plunger region gave the plunger depth. The plunger depth
at this stage was fed as input in the neural network model for

the particular syringe size that followed the syringe classifica-
tion stage. The neural network model then noted the plunger
depth and gave the corresponding volume ofmedication as the
output.

A portion of the dataset for 5 and 10 ml syringes is
shown in Fig. 6a, b. The dataset contains the plunger depth
in the left column labeled A and the corresponding actual
volume of medication in the right column labeled B. For
the 5-ml syringe, the system has a scale resolution of
0.2 ml which is the minimum amount of liquid that can
be accurately measured using this syringe. Since the 5-ml
syringe had volume level markings in 0.2 ml increments,
the dataset for 5 ml syringe were collected by keeping the
plunger position at every possible volume marking on the
syringe from 0.2 to 5 ml producing a total of 25 data pairs.
Multiple data pairs were collected at one particular plunger
position to collect and expand the database for use during
neural network training. Each image captured of the same
syringe size may appear similar to a previous image of the

Fig. 4 Screenshots of a original image of 30 ml syringe with colored medication; b binary output image; c largest connected region of binary image; d
original image of 1 ml syringe with colorless medication; e plunger length calculation
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same syringe, but the syringe may be slightly tilted or re-
moved from the Styrofoam base and replaced back again or
slightly moved from its original position before a new im-
age was captured. This was performed to account for small
changes in the orientation of the syringe when it is placed
before a volume reading was done during data collection.
By this method, a total of 500 samples were collected for
each syringe, and the artificial neural network model was
trained for all syringes, and the trained model was utilized
during volume measurement.

Figure 6d–f shows the neural network training of a 10-
ml syringe. The ANN was trained using the Levenberg-
Marquardt backpropagation method [35]. In Fig. 6d, the
green asterisks were the output points obtained after the
network was trained, while blue circles indicate the
targeted output points. Thus, the deviation of green asterisk
from blue circles indicates the margin of error, and as the
figure illustrates the green asterisks are superimposed on
the blue circles indicating that there is minimal error asso-
ciated with the neural network model. The ANN perfor-
mance was measured in mean squared error (MSE) as

shown in Fig. 6e where the graph demonstrates that the
error diminished to approximately 0.001 by 39 epochs.
The whole sample dataset was divided into training data,
validation data, and test data. The validation curve (green
line) indicates the response of the neural network model to
the data that was used to define the stopping criteria of the
training process. The test curve (red line) was used to test
the overfitting and under-fitting of data to the neural net-
work model. The training error curve (blue line) is the
response obtained from the neural network to the data that
were used for training only. The trends in the graphs show
that MSE was large at the beginning while it decreased
sharply after a few epochs and finally became constant
indicating when the training came to completion. The
training curve is lower than validation curve and test curve
indicating than training error was always minimal.
Generally, in the training process, about 70–80% of the
samples are used for training, approximately 15% for val-
idation and the remaining for testing. Thus, the training
data are specifically used to build the mathematical model
during training process. The validation data are used to

Fig. 5 Screenshots of syringe classification stage output a 30 ml; b 20 ml; c 10 ml; d 5 ml; e 3 ml; and f 1 ml
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calculate the error to determine the termination condition
of the training process. The testing error should be close to
validation error for successful completion of training. The
validation and test curves in this work were very similar
indicating that the training process was successfully com-
pleted. Figure 6f shows the error histogram with instances
of test in Y-axis and errors associated with each instance in
the X-axis. The histogram indicates that during training,
test, and validation, most instances of the error were
around the value of 0.00108 which corresponds to the pla-
teau observed in the curve (Fig. 6e) of training, validating,
and testing. The yellow vertical line in the histogram sig-
nifies that positive and negative errors eventually con-
verged towards minimum error, and the greatest number
of instances (Y-axis entity) have nearly zero error.

Since an error-free syringe classification result was re-
quired for volume measurement, the performance of volume
measurement was evaluated in conjunction with syringe clas-
sification with various syringe sizes. Experiments were per-
formed with all syringe sizes using assorted plunger positions,

and the volume obtained from the system was documented
along with computation time. Further, for any particular sy-
ringe size, the complete system was tested with different com-
binations of syringe tip caps and medication color. It may be
noted that when using a syringe ideally, a volume less than one
third of its total capacity or a volume exceeding two thirds of
its total capacity may not be taken in it. The developed system
was evaluated at a range of volumes throughout the capacity
of tested syringes as a measure of robustness of the system.
The performances of various syringes analyzed separately to
determine the accuracy, precision, and best working range are
described below.

Thirty Milliliters

To test the accuracy and precision, trials were performed using
different volumes of medication inside the syringe for all four
aforementioned colored medications and two syringe tip caps.
Table 1 shows the performance of the 30-ml syringe when 5,
15, 20, 25, and 30 ml of simulated medication were taken in

Fig. 6 Screenshots of a 5 ml dataset; b 10 ml dataset; c 5 ml zoomed image; d input/output plot for 10 ml after training; e training, validation, and test
errors plotted against MSE for 10 ml; f error histogram diagram for 10 ml
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the syringe. The experiments were done in triplicate and the
data shown is for yellow-colored medication using yellow-
and blue-colored syringe tip caps to seal the syringe. An ac-
curacy of 97 to 99% was seen for volume range from 15 to
30 ml suggesting that this is the best working range for 30 ml
syringe. The observed standard deviation during the trails
ranged from 0.0003 to 0.0349 showing high precision of the
system. The 30-ml syringe had a resolution of 1 ml, so it can
only be practically utilized to measure volumes differing by
1 ml when the measured volume is manually checked through
visual inspection. The system reported in this manuscript can
precisely detect correct volumes with a resolution less than
1 ml as illustrated in Fig. 7a. In this figure, based on the
plunger position used during the experiment, it is not possible
to discern the exact volume by manually inspecting the plung-
er position since the syringe does not have volume markings
between 15 and 16 ml printed on the syringe. However, the

system gave the volume measured accurately as 15.24 ml
based on the trained ANN model.

Twenty Milliliters

Table 2 shows the results obtained during testing of 20 ml
syringe capped with yellow and blue syringe tip caps contain-
ing red colored medication. The 20-ml syringe had a resolu-
tion of 1 ml; thus, the volume markings printed on the syringe
were from 1 to 20 ml. Experiments were performed with 1, 5,
10, 15, and 20 ml of simulated medication in the syringe.
Accuracy was approximately 69% in the presence of red med-
ication and yellow syringe tip cap while it was 76% in the
presence of red medication and blue syringe tip cap when
1 ml medication was present in the syringe. The accuracy
increased to between 96 and 99% when volumes from 5 up
to 20 ml were measured indicating that this was the best

Table 1 Observed volume,
computation time and accuracy
for 30 ml syringe with yellow-
colored medicine

Syringe size
(max. capacity)

Volume in
syringe (ml)

Detected
volume (ml)

Detection
time (s)

Mean ± SD Accuracy (%)

Syringe: 30 ml Medicine: yellow Syringe tip cap: blue

30 ml 5.0 5.3418 7.4689 5.3187 ± 0.0200 93.62
5.3065 7.5848

5.3079 7.4982

15.0 15.4268 7.362 15.4125 ± 0.0236 97.25
15.4254 7.3354

15.3853 7.3467

20.0 19.9458 7.4724 19.9420 ± 0.0270 99.71
19.9669 7.4817

19.9133 7.4541

25.0 24.9481 7.3549 24.9499 ± 0.0017 99.79
24.951 7.4219

24.9505 7.3674

30.0 30.0299 7.4582 30.0271 ± 0.0024 99.90
30.0257 7.4806

30.0257 7.4731

Syringe: 30 ml Medicine: yellow Syringe tip cap: yellow

30 ml 5.0 5.3562 5.6312 5.3484 ± 0.0275 90.03
5.3712 5.6762

5.3179 5.6816

15.0 15.2695 5.5527 15.3023 ± 0.0284 97.98
15.3184 5.5211

15.3189 5.5512

20.0 19.962 5.632 19.9418 ± 0.0349 99.70
19.962 5.6373

19.9015 5.6976

25.0 24.8936 5.5793 24.8931 ± 0.0005 99.57
24.8933 5.5518

24.8925 5.558

30.0 29.9949 5.6234 29.9952 ± 0.0003 99.98
29.995 5.636

29.9956 5.7721
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working range for the 20-ml syringe. The standard deviation
in the volume range 5 to 20 ml was 0.0080–0.0057 which
indicated the high precision of the system. The computer
screen output when testing the 20-ml syringe containing
5ml liquid is shown in Fig. 7b. The image shows the classified
syringe output in red box, volume measured in green box, and
computational time required in blue box.

Ten Milliliters

The 10-ml syringe had a resolution of 0.2 ml and trials were
performed using 1.0, 3.0, 5.0, 7.0, and 9.0 ml of medication in
the syringe. The results obtained when red-colored simulated
medication was used along with yellow and blue syringe tip
caps are shown in Table 3. From 3.0 to 9.0 ml, accuracy was
observed to be consistently between 97 and 99% suggesting
that this was potentially the best working range for the 10-ml
syringe. The standard deviation was found to be between
0.0017 and 0.0205 when 3 to 9 ml volumes were measured
and consequently shows the high level of precision obtained
in that volume range. When volumes from 1 ml down to
0.2 ml were measured in this syringe, the trial results demon-
strated very low accuracy (data not shown). The screen output
of the system when the 20-ml syringe was used to measure
7 ml liquid volume is shown in Fig. 7c.

Five Milliliters

The system was tested with medications of 1, 2, 3, 4, and 5 ml
volumes and using all colors and syringe tip caps. The ob-
served data is shown in Table 4. The 5-ml syringe had a res-
olution of 0.2 ml and results show that it performed optimally
from 1.0 to 5.0 ml with an accuracy of 97 to 99% and with a
level of precision between 0.0002 and 0.0154. The accuracy
decreased to less than 85% below 1 ml volume and continu-
ously decreased until the minimum measurable volume of
0.2 ml. Thus, the best working range for the 5 ml syringe
was found to be from 1 to 5 ml. The screen output of the
system for the 5-ml syringe when used to measure 1 ml liquid
volume is shown in Fig. 7d. It shows the classified syringe
output, volume measured, and computational time required
for this particular setup in red, green, and blue rectangular
windows, respectively.

Three Milliliters

The 3-ml syringe had a resolution of 0.1 ml. The trained mod-
el built from previously collected data was used to test the
performance of the system when the liquid volume in the
syringe was 0.5, 1.0, 1.8, 2.5, and 3.0 ml. The accuracy of
the system in the volume range of 1.0 to 3.0 ml was between

Fig. 7 Screenshot of complete system output showing syringe type, volume measured, and computational time for a 30 ml; b 20 ml; c 10 ml; d 5 ml; e
3 ml; and f 1 ml
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97 and 99% as shown in Table 5. The observed standard
deviation, which indicates the accuracy in the same volume
range, was between 0.0001 and 0.0016. The accuracy de-
creased to approximately 90% when the liquid volume in the
syringe was 0.5 ml. The screen output of the system for the 3-
ml syringe when used to measure 3 ml volume is shown in
Fig. 7e.

One Milliliter

The 1-ml syringe had the capacity to measure from 0.01 to
1 ml volumes. The trained model for 1 ml syringe was tested
above 0.05ml because the plunger was indistinguishable from
syringe tip cap below the setting of 0.05 ml because of the
small size and narrow diameter of the syringe barrel. Trials
were performed with 0.05, 0.25, 0.5, 0.75, and 1.0 ml of sim-
ulated medication and using yellow and blue syringe tip caps.

The observed volumes with accuracy and precision are shown
in Table 6. The results show that the best working range for
1 ml syringe was from 0.25 to 1.0 ml with accuracy between
96 and 99% and standard deviation from 0.0001 to 0.0106.
From 0.05 to 0.25 ml, accuracy was found to be between 85
and 95% (data not shown). The screen output of the system
the 1-ml syringe was used to measure 0.3 ml volume is shown
in Fig. 7f.

Apart from the particular medication and syringe tip cap
described above under each individual syringe size above,
trials were performed using all other colored medications
and syringe tip caps listed in the methods section with similar
results, accuracy, and precision (data not shown).

In all the observations, the syringe length and correspond-
ing volume that are the input and output data showed a linear
relationship. This is primarily attributed to the algorithm used
for plunger length calculation. The algorithm mostly relies on

Table 2 Observed volume,
computation time, and accuracy
for 20ml syringe with red-colored
medicine

Syringe size
(max. capacity)

Volume in
syringe (ml)

Detected
volume (ml)

Detection
time (s)

Mean ± SD Accuracy (%)

Syringe: 20 ml Medicine: red Syringe tip cap: blue

20 ml 1.0 0.7925 7.3815 0.7591 ± 0.0592 75.91
0.7942 7.3619

0.6908 7.3482

5.0 5.1762 7.3206 5.1750 ± 0.0022 96.50
5.1763 7.3191

5.1724 7.3958

10.0 10.0304 7.3306 10.0292 ± 0.0017 99.70
10.0299 7.3697

10.0272 7.3403

15.0 14.4481 7.3311 14.4475 ± 0.0008 96.31
14.4478 7.3296

14.4466 7.3554

20.0 19.6253 7.8535 19.6252 ± 0.0008 98.12
19.6244 7.6066

19.6260 7.6212

Syringe: 20 ml Medicine: red Syringe tip cap: yellow

20 ml 1.0 0.6962 5.5965 0.6910 ± 0.0053 69.10
0.6913 5.5478

0.6855 5.6518

5.0 5.1644 5.5303 5.1629 ± 0.0023 96.74
5.1641 5.5351

5.1603 5.5443

10.0 9.9590 5.4774 9.9584 ± 0.0008 99.58
9.9586 5.5399

9.9575 5.5541

15.0 14.4526 5.5078 14.4559 ± 0.0057 96.37
14.4526 5.4474

14.4624 5.5711

20.0 19.6275 5.8215 19.6243 ± 0.0028 98.12
19.6224 5.8093

19.623 5.8065
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the position of the black-colored rubber plunger and little to no
weightage is provided for the color of the liquid inside the
syringe making the system robust. The plunger depth, and
hence the length of medication in a particular syringe, is di-
rectly correlated to the volume of medication present and that
is effortlessly established by the trained artificial neural net-
work model.

Volume Measurement Using Linear Model

During the experiments using all the datasets developed for
the neural network model, one trend that was seen was that
with the exception of few data points all syringes had near
linear input-output relationship. Thus, as the ANN was being
trained, simultaneously the system was tested using a linear
model and results were obtained. The linear model was built
using only three points from the dataset: initial point (x0, y0),

mid-point (xm,ym), and final point (xf,yf). For example, in the
5-ml syringe, the plunger depth and volume pair (158, 0.2) at
0.2 ml was taken as the initial point, pair (377, 2.6) at 2.6 ml
was the middle point, and the pair (596, 5.0) at 5 ml was the
final point. Then if x represents the plunger depth obtained
from the analysis, then y which is the volume of medication
contained in the syringe was calculated using the equation
below.

y ¼ ym−y0
xm−x0

� x−x0ð Þ þ y0 if x < xm

and

y ¼ yf −ym
xf −xm

� x−xmð Þ þ ym if x≥xm

This method was tested for all the data pair combinations as
described under neural network training (data not shown). The

Table 3 Observed volume,
computation time, and accuracy
for 10ml syringe with red colored
medicine

Syringe size
(max. capacity)

Volume in
syringe (ml)

Detected
volume (ml)

Detection
time (s)

Mean ± SD Accuracy (%)

Syringe: 10 ml Medicine: red Syringe tip cap: blue

10 ml 1.0 0.9948 7.4828 0.9902 ± 0.005 99.02
0.9850 7.5208

0.9910 7.9006

3.0 2.9608 7.5178 2.9600 ± 0.0017 98.66
2.9580 7.5647

2.9612 7.6656

5.0 4.9548 7.6990 4.9311 ± 0.0205 98.62
4.9187 7.6696

4.9198 7.7008

7.0 6.9310 7.7449 6.9309 ± 0.0004 99.01
6.9305 7.7054

6.9313 7.7083

9.0 8.9791 7.3654 8.9792 ± 0.0002 99.76
8.9794 7.5265

8.9790 7.3247

Syringe: 10 ml Medicine: red Syringe tip cap: yellow

10 ml 1.0 1.0522 6.5983 1.0484 ± 0.0033 95.16
1.0470 5.7334

1.0460 5.6968

3.0 3.0943 5.6405 3.0908 ± 0.0034 96.97
3.0876 5.6361

3.0904 5.9507

5.0 5.0086 5.7396 5.0052 ± 0.0078 99.89
5.0107 5.7583

4.9963 5.7499

7.0 6.9562 5.6114 6.9701 ± 0.0121 99.57
6.9763 5.5938

6.9779 5.5824

9.0 9.0567 5.3859 9.0625 ± 0.0094 99.30
9.0574 5.5616

9.0733 5.5958
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output volume and accuracy using the linear model was com-
parable to that obtained from trained neural network model.
The average computation time using the linear model in 5 ml
syringe was 7.13 ± 0.02 s for blue-colored syringe tip cap and
5.31 ± 0.05 s for yellow-colored syringe tip cap. Thus on av-
erage, using linear model in the 5-ml syringe, the system
worked approximately 350 ms faster than that of trained
ANN. The efficiency was much higher at the initial, middle,
and final data points with the linear model than with the neural
network model. As an example with the 5-ml syringe, the
recorded efficiency at (158, 0.2), (377, 2.6), and (596, 5.0)
points was better with the linear model than with trained neu-
ral network model. But for the volume markings in between
these points, the trained network provided superior accuracy.
This is because of the limited number of data points that are
taken into account in the analysis using the linear model.
Based on experimental observations, the linear model showed

a small decrease in accuracy but had better computational
efficiency. This can impact the use of this system in prac-
tical scenarios. Many times injections are drawn through
the full scale of volume markings, for example a 3-ml
syringe may be used to measure 1, 1.5, 2 ml, etc.
Additionally, when measuring highly potent medications,
small deviations from the measured volume can signifi-
cantly affect the dose delivered from a particular volume
of injection contained in the syringe. The neural network
model considers all the data pairs and trains the network so
as to produce the smallest possible error throughout the
entire volume range in a syringe.

Computation Time

The computation time includes the time required for the
entire process including syringe classification, volume

Table 4 Observed volume,
computation time and accuracy
for 5 ml syringe with water

Syringe size
(max. capacity)

Volume in
syringe (ml)

Detected
volume (ml)

Detection
time (s)

Mean ± SD Accuracy (%)

Syringe: 5 ml Medicine: water Syringe tip cap: blue

5 ml 1.0 0.9687 7.5453 0.9690 ± 0.0004 96.90
0.9690 7.5387

0.9694 7.5476

2.0 2.0809 7.4915 2.0828 ± 0.0041 95.86
2.0799 7.5207

2.0875 7.5747

3.0 2.9372 7.6427 2.9364 ± 0.0009 97.88
2.9364 7.5619

2.9355 7.5365

4.0 3.9848 7.4891 3.9902 ± 0.0099 99.75
3.9842 7.5646

4.0017 7.5337

5.0 4.9208 7.5161 4.9200 ± 0.0007 98.40
4.9196 7.5392

4.9196 7.5670

Syringe: 5 ml Medicine: water Syringe tip cap: yellow

5 ml 1.0 1.0000 5.5497 0.9999 ± 0.0002 99.99
0.9997 5.5721

1.0001 5.6118

2.0 2.0963 5.5457 2.0965 ± 0.0002 95.17
2.0967 5.5563

2.0966 5.5432

3.0 2.9929 5.6084 2.9922 ± 0.0008 99.74
2.9913 5.5610

2.9923 5.5614

4.0 3.9854 5.5933 3.9943 ± 0.0154 99.85
3.9853 5.5916

4.0121 5.6044

5.0 4.9615 5.5332 4.9736 ± 0.0207 99.47
4.9618 5.5839

4.9975 5.6097
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measurement, and image/output display. The computation
time for the core process depends on the microprocessor
and system RAM. All experiments were conducted in
MATLAB R2013a, which was installed in a computer with
Windows 7, 64-bit operating system equipped with Intel
Xeon W3550 3.07 GHz processor and 12 GB RAM.
During the syringe classification stage when adaptive tem-
plate matching technique was applied, the computation
time for adaptive template matching was dependent on
the template size and target image size. For example, com-
putation time for the 5-ml syringe can be seen in Table 4
under the column titled detection time (DT). The mean and
standard deviation of these data were calculated, and aver-
age detection time for the blue colored syringe tip cap was
found to be 7.54 ± 0.04 s, and the average detection time
for yellow-colored syringe tip cap was found to be 5.61 ±
0.08 s. The yellow- and blue-colored syringe tip cap

templates possessed similar sizes, so this factor does not
seem to significantly contribute to the observed time dif-
ference between the two syringe tip caps. The observed
time difference is attributed to the manner the algorithm
was written. The algorithm sequentially checks for both
syringe tip caps, and during the checking step first checks
for yellow followed by blue. Thus when checking if the
syringe tip cap is yellow, it does not have to check for a
blue cap again. But if the syringe tip cap used was blue,
first the system checks for the yellow cap followed by the
blue cap adding about 2 s to the computation time. This
time lag can be reduced by applying parallel processing in
the algorithm for adaptive template matching rather than
the sequential approach. The time difference noted here
was required for single adaptive template matching, but it
should be noted that the total computation time additional-
ly includes image acquisition time, image pre-processing

Table 5 Observed volume,
computation time and accuracy
for 3 ml syringe with black
colored medicine

Syringe size
(max. capacity)

Volume in
syringe (ml)

Detected
volume (ml)

Detection
time (s)

Mean ± SD Accuracy (%)

Syringe: 3 ml Medicine: black Syringe tip cap: blue

3 ml 0.50 0.5686 7.3334 0.5683 ± 0.0003 86.34
0.5681 7.4034

0.5681 7.5414

1.00 0.9998 7.5840 0.9972 ± 0.0047 99.72
0.9917 7.3611

1.0001 7.8425

1.80 1.8108 7.4355 1.8107 ± 0.0001 99.40
1.8106 7.6764

1.8106 7.6308

2.50 2.4379 7.4703 2.4380 ± 0.0002 97.52
2.4382 7.3327

2.4379 7.3037

3.00 3.0155 7.5622 3.0172 ± 0.0026 99.42
3.0159 7.3405

3.0202 7.4514

Syringe: 3 ml Medicine: black Syringe tip cap: yellow

3 ml 0.50 0.5396 5.5282 0.5364 ± 0.0052 92.72
0.5392 5.5524

0.5305 5.8166

1.00 0.9697 5.4774 0.9699 ± 0.0003 96.99
0.9699 5.5568

0.9702 5.5524

1.80 1.7939 5.6081 1.7929 ± 0.0016 99.60
1.7910 5.6012

1.7938 5.6015

2.50 2.4285 5.4699 2.4293 ± 0.0012 97.17
2.4286 5.5284

2.4307 5.5650

3.00 3.0238 5.5351 3.0246 ± 0.0007 99.18
3.0250 5.5626

3.0250 5.5614
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time, barrel width and plunger depth calculation time.
Computation times were recorded for all the trials per-
formed for each syringe. The results suggest that the entire
system is computationally efficient and can be realized in
real time.

Conclusion

The system for measuring the volume of medication in-
side Luer-lock syringes comprising SCS and VMS was
designed and tested successfully. The syringe classifica-
tion process helps to differentiate between different sizes
of syringes utilized in the compounding process and pro-
vides the key input for the volume measurement stage.
The best accuracy and precision was observed for the 3-
ml syringe (99.95%) with yellow-colored medication and

yellow-colored syringe tip cap. The worst accuracy and
precision were found for the 5-ml syringe (95.82%) with
colorless medication and blue-colored syringe tip cap.
The computational time for the complete process is about
6 s and makes this system realizable in real time. The
design of the volume measurement setup uses a web
camera, Styrofoam depression for syringe placement,
and a high-speed computer. The entire system demon-
strated excellent reliability and reproducibility and can
be used to monitor the volume of medication present in
syringes during aseptic compounding of injections. It can
also be utilized to measure the volume of prefilled syrin-
ges during quality control testing to verify syringe fill
volume. In addition, the algorithm can be customized
for automatic volume measurement involving high
throughput processes handling liquids in syringes in var-
ious industrial settings.

Table 6 Observed volume,
computation time and accuracy
for 1 ml syringe with red colored
medicine

Syringe size
(max. capacity)

Volume in
syringe (ml)

Detected
volume (ml)

Detection
time (s)

Mean ± SD Accuracy (%)

Syringe: 1 ml Medicine: red Syringe tip cap: blue

1 ml 0.05 0.0492 7.3727 0.0477 ± 0.0012 95.40
0.0470 7.3726

0.0471 7.3596

0.25 0.2414 7.3930 0.2417 ± 0.0003 96.68
0.2419 7.4112

0.2418 7.3493

0.50 0.5097 7.3747 0.5097 ± 0.0001 98.06
0.5097 7.3351

0.5097 7.3318

0.75 0.7290 7.3771 0.7288 ± 0.0001 97.17
0.7288 7.3526

0.7288 7.4583

1.00 0.9883 7.3248 0.9894 ± 0.0016 98.94
0.9887 7.5294

0.9912 7.4016

Syringe: 1 ml Medicine: red Syringe tip cap: yellow

1 ml 0.05 0.0465 5.5382 0.0453 ± 0.0019 90.60
0.0464 5.5694

0.0431 5.5918

0.25 0.2396 5.6234 0.2397 ± 0.0001 95.88
0.2399 5.5145

0.2397 5.5497

0.50 0.5181 5.5226 0.5190 ± 0.0008 96.20
0.5195 5.5440

0.5194 5.7292

0.75 0.7253 5.5359 0.7258 ± 0.0009 96.77
0.7253 5.6733

0.7269 5.7401

1.00 0.9906 5.5530 0.9892 ± 0.0106 98.92
0.9990 5.7488

0.9780 5.6491
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