I nteraction of Process Design and Control

1. The 1*-Order Continuous Stirred Tank Reactors
]

The task of the process design engineer focusediedermining the flow sheet
structure, parameter values, and steady-state toperaonditions to meet the
objectives, they are: minimize annual cost, maxévannual profit, etc. After a final
design has been developed, it is passed over fartloess control engineers. The task
of control engineer then centered on establishimgrarol strategy to ensure stable
dynamic performance and product quality requiresielitused to happen that the
optimal design based on steady state and the dabitity of a plant conflict to each
other. It is better to consider the interactionassn these two tasks and aims to build
a process that has little higher capital and enests but provides more stable
operation and achieves less variability in prodjuzlity.

Consider a one or more CSTRs in series for exarhplhis CSTR system,
1. a Forder irreversible exothermic reaction takes place=V. k. z,,
2. all reactors have the same volume and operate sttime specified
temperatrure,

3. LD =2, T=1406F, r =0.5hr*, AH =30,00®tu 1b-mole,

F =100lb-mole /hr
4. Feed temperature=700F, zo=1, MW=50 Ib/Ib-mole

5. Liquid density=50 Ib/ft,
6. Inlet cooling water temperature="F) U=300 Btu/hiIF/ft?

The steady-state design procedure is :
1. Specify the conversiony,
2. Calculate the concentration leaving the syste,
3. Calculate the size of the reactors,
4. Calculate the Geometrical parameters of the rescaémd determine the
capital cost.
5. Calculate the heat removal rate and the relatdafdemperature, cooling
water flow rate for each reactor.
The material and Energy balances around each oétwdor are given as follows:
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Let, Z,= Z, (1-x), where x is the conversion of the reaction.
For N=1, we have: £ Z, (1-x). From Eqgn.(1), we found:
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Similarly, it can be shown that:

For N=2,
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According to J.M.Douglas (Conceptual Design of CleainProcesses, 1988), the cost

can be estimated as:
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Let: Q,=C,MF(T,_,-T,)-AzV.K,
We start with the energy balance for the reactor:
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Thus, All the quantities such as;¥,Qn, Tn,F3 Ny Can be calculated.
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FIGURE 5.1
Alternative designs.
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The capital costs of some of the alternative psses are summarized as follows:
Case 1: k=0.5 and 95% conversion
Cost of one-CSTR process  =$427,300
Cost of two-reactor process = $296,600
Cost of three-CSTR process =%$286,700
Case 2: k=0.5 and 99% conversion
Cost of one-CSTR process  =$1,194,000
Cost of two-reactor process = $536,700
Cost of three-CSTR process =%$458,200

The results show that an optimal design of thetogaystem favors multistage
reactors.

Then, we consider the dynamic controllability aéslk processes. In each of the

process, Pl controllers tuned by TLC method arel uSke temperature measure has
two one-minute first-order lags.
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The results clearly demonstrate that the most eoaa process from a steady-state
point of view is not the best from a dynamic pahtiew.

Controllability Incentives

Difficult & ---------------- Control of reactor Temperature&------------- Easy
| €-------- decreases------------- Reactor Holdup -—increase ------- =
| €--mmemn increase = ------------ Heat Removal Rate—decrease ------ =>|
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Economics I ncentives
High <&-------m-omooooee- no. of stages  --------------—--- 2> Low



2. Control of heat integrated process

I ntroduction

Parallel process units are often encountered imata process systems for different
considerations, e.g., parallel reactors from regawtdwork synthesis, parallel columns
for heat integration. One notable example is thedfesplit configuration of
heat-integrated distillation column (King, 1980; i@y and Luyben, 1983;
Andrecovich and Westerberg, 1985) where the feexplisted into two streams and
are fed to two columns which are heat-integrataddding this, 50% energy saving

can be achieved.

Extensive literature on the design and control editfintegrated distillation systems
have been reported. Tyreus and Luyben (1976) exartie control issue of
double-effect distillation and an auxiliary reboiis suggested for improved control
performance. Chiang and Luyben (1988) study thetrabrfor three different
heat-integration configurations: feed-split, ligtt forward (integration), and
light-split reverse. They concluded that the lgptit reverse is the most
controllable scheme. Weitz and Lewin (1996) stutlg same system using the
disturbance cost as a controllability measure asith#@ar conclusion is drawn. Wang
and Lee (2002) explore nonlinear PI control fordoynhigh-purity heat-integrated
columns with light split/reverse configuration. Ypet al. (2000) use a simplified
model derived from state space equations to ewaldaturbance propagation for
double-effect column under feed-split configuratiémteraction between design and
control for heat-integrated and/or thermally codpdiéstillation systems are studied by
Rix and Gelbe (2000) and Bildea and Dimian (1998in@ dynamic RGA as a
controllability measure. Lin and Yu (2003) expldne interaction between design and
control for heat-integrated columns. However, f#whese work takes advantage of
the parallel characteristic of the processes ictmant. That is, in control structure
design, one should emphasize on the output ofritieeesystem instead of the output
of individual (parallel) unit. The objective of thiwork is to explore the design and
control of parallel processes and it is illustratesing heat-integrated distillation
columns with feed split (FS) configuration.
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Figure 1 Three heat integrated systems

Process Configuration and Design Procedure

At the steady-state design, a systematic procedueenployed to find the number
of trays and feed tray location. For the singleuomh configuration, initially the
reflux ratio is set to 1.2 times of the minimumlugfratio (RRyin), then the number of
trays and feed tray location are found by tray#ayt calculation until the
specification is reached, followed by refining theflux ratio to meet the exact
product specifications. For the heat-integratedtesys, three configurations are
considered: (1) feed split (FS), (2) light-spliseeve (LSR), and light-split forward
(LSF). Fig. 1 shows these three configurations whaere column is pressurized and
the high pressure column provides the heat to pdihe vapor in the low pressure
column via condensation. Theses three configurstidiffer in the direction of
material flow versus the direction of the heatgmn&ion. Again, the “1.2 RR,’
criterion is used for the design of the heat-iren column and 5% heat loss in the
high pressure column is assume. That is heat gatsfthe low pressure column via
the heat exchange is limited to 95% of the heatooidensation in the high pressure
column. 15 degrees of temperature driving forcassumed for heat transfer in all
cases.

2.2 Seady-state Economics

Three systems are studied, they are: methanol-wdienzene-toluene, and
isobutane-n-butane systems which correspond to HagkR2.45-7.58), medium
(a=2.35-2.65), and low o=1.29-1.30) relative volatilities, respectively. bla 1

compares the absolute energy consumption for tteee chemical systems with



three different feed compositions (of light compat)eThe results show that percent
energy saving ranges from 32-41% for the feed-gplitfiguration, from 3-36% for
the light-split forward configuration, and from #8% for the light-split reverse
configuration. The percent of energy saving cleadyeals that the feed split
configuration consistently provides economical mioees over the conventional
single column configuration. However, the FS comfgion show four product
streams and, in the context of process contrd,ithplies that we have a system with
four controlled variables, quite possibly a 4x4 tiwariable system. A possible
tradeoff between steady-state economics and dy@&rmantrollability may result as
compared to the 2x2 multivariable system in theveotional configuration.

Fig. 2 shows that the FS configuration is a typpzaiallel process where the products
come from two parallel units and what we reallyecisrthe resultant composition
after blending the product streams. That is, frasgsiem perspective, we only need

to control 2 product compositions, as opposededitd control problem from the
unit-wide perspective.

XF 0.3 0.5 0.8
Methanol-Water
FS 68% 64% 62%
LSF 75% 67% 64%
LSR 70% 61% 57%
Benzene-Toluene
FS 66% 64% 61%
LSF 97% 81% 66%
LSR 86% 71% 59%
Isobutane-n-Butane
FS 60% 59% 59%
LSF 80% 75% 67%
LSR 77% 70% 60%




value unit
Feed flow rate 10 kmol/hr
Feed composition 0.5 m.f. of
methanol
HP col LP col
Top composition 0.99 0.99 m.f.
Bottoms composition 0.01 0.01 m.f.
Column pressure 1 3.5 atm
Tray pressure drop 0.0085 0.0085 atm
Total no. of trays 36 57
Feed location 21 35
Reboiler duty 366166.3  Btu/hr
Approximated relative 1.5~1.8| 1.5~1.8
volatility
e
—
Low p -j.
Mixer
[r—
Mixer

Figure 2 The parallel integrated system




—|  N=21

Fig. 3. Conventional control structure for the FS configiarawith control structure
S-1.



Fig. 4. Treating the FS heat-integrated column in par&dpblogy with
control structure S-2
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Fig. 5. The optimal feed ratio for different feed compisit

Controller Design

For the control structure S-1, the 4x4 processstenfunction matrix is

obtained from step tests. First order responses a&sumed and the process

transfer function matrix becomes:

[ 2.4% 0.4 0.24® -g% ]
264.85+1 307.4+ 1 834sk 1 27&%4 |1
Xo.0 25&* 05> 016 - 355 ||ReL
XeL |_|284.%+1 190.8+ 1 5859 1 2946 |[1FS
Xo 4 0 056 268* -198% ||R,
- 493.8+1 4505+ 13114+ 1||Qyy
126  32%%* -6587
0
L 319.5+1 322.8+ 1 3906 1 (1)

A three minutes analyzer dead time is added to gaokfer function for the

composition measurement. Corresponding relative gany is:
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R

Qs

-3.23 - 0.21 - 2.4px,,
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Next, sequential design is taken to find the turdagstants of the decentralized



PID controllers (Huang et al., 2003). They are:
loop 1:K,=20.601 7, = 74.77 1, = 1.1
loop 2:K,=14.335 7, = 10558 1, = 2.£
loop 3:K,=32.63 1, =7025 r,= 1.1
loop 4:K, =-4.704 7, = 144157, = 2.0

Because of its high dimensionality, a second satr@hg constants are obtained by
reducingK. to 60% and increasing reset timg o 130% of their nominal values.

For the control structure S-2, the 2x2 processsfearfunction matrix is also

identified from step responses.

306> -27B
[Xo,mix}: 347.4+1 302.8+ {R;,H} )
X 268> -542% | Qun
2085+1 366+ 1

B,mix

This pairing gives a relative gain of 1.81. Agaie sequential design approach is

taken and PID settings become:

loop1:K,=20.75 7, = 31.367,= 1.19
loop2:K,=-12.34 7, = 31.487, = 1.19
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Fig.6 Responses fat10% feed composition changes using control

structures S-1 (tight tuning S1-1 and loose tur8teR)and S-2.
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Fig. 8. Conventional control structure (A) versus treating parallel unit as
a system (B)



Control Performance and Discussion

Dynamic simulations were performed to compare perémce of these
two control structures. All simulations were cadrieut in ASPEN Dynamics.
The results indicate that fat10% feed composition changes, the simpler S-2
structure gives much better performance and th& pears is consistently
smaller than that of using control structure S-it).(B). Note that two sets of
tuning constants were evaluated under structure tBeltight tuning (S1-1)
and loose tuning (S1-2). Fatl0% feed flow rate composition changes, the
closed-loop responses of S-2 are comparable toofhidite control structure
S-1 as shown in Fig. 7. The results presenteddieagly show that improved
control performance can be achieved using simptertrol structure by
taking the process topology into account. More irgdly, for the
heat-integrated columns, the improvement is obthingh virtually no loss
in the economic objective (i.e., energy consumption

The concept of treating the parallel units as aleitseems to offer an
attractive alternative to control such processé® ddvantages can be more
evident if the number of units increases (Fig. 8l limitations are also
observed for such a control strategy. An obvious @nthat the ability to
handle wide range of disturbances. Consider the $pét configuration with
control structures S-1 and S-2. Based on dynamialstions, the ranges of
feed composition changes can be handled by S-Bahdre 0.4x<0.9 and
0.%xr<0.8, respectively. The reason is that the feed natifixed for the
structure S-2. A second potential problem is thamay become difficult to
use the simple single temperature control for threcture S-2. That is

composition control or some type of soft sensoughbe used.

Remarks

Parallel processes are often encountered in prdcesstries. In control
system design, we can take advantage of this ti/peooess topology. In this
work, the control of parallel processes is illuscawith the heat-integrated
distillation column example. The feed-split configtion is known to provide
significant energy saving over the traditional singolumn configuration



and it provides close to 50% energy saving over siistem without
heat-integration. However, the energy integratiesults in a highly
interacting multivariable system with higher dimemslity and less control
degrees of freedom. However, the parallel natur¢ghefsystem leads to a
completely different thinking of the control objee (as opposed to the
conventional practice): control the global prodootnposition at the end of
the production line instead of the quality of eawtividual unit. This greatly
simplifies the design procedure and subsequenglyltsein a much simpler
control system. The feed-split heat-integratedilditon example clearly
shows that improved control performance can beeaeki by taking the
process topology into account. More importantlys iB obtained with much
simpler hardware requirement as well as engineariagpower. The benefit

can be much more substantial when the number aflpbunits increases.

3. Incor poration of dynamic controllability to steady-state
design

One of most important problems in process desighprocess control is how to
incorporate dynamic controllability quantitativehto conventional steady state
design. There are different approaches:

1. Constraint-based methods:--- Take the optimal gtestate design and determine
how far away from the optimal point the plant maperate in order not to violate
constraints during dynamic upsets.

2. Weighting factor methods:--- To form a multi-objeet optimization problem in
which some factor related to dynamic controllapilis added to the traditional
steady state economic factor. These two factorsuaitably weighted, and the sum
of the two is optimized. The dynamic controllalyiliftactor can be some of the
goodness of control, the cost of the control effast the value of some
controllability measures.

3. Capacity-based methods--- The capacity factor fsmele as the fraction of time



that the plant is producing on-specific productu3ha system that has good
capacity has a larger capacity factor.

4. Use of steady state sensitivity analysis---- Theaics to specify a control structure
(fixed the variables that are held constant in ¢batrol scheme) and specify a
disturbance. Then solve the nonlinear algebrai@ggus to determine the values
of all variables at the new steady state conditibhe structure that has most
resilience in operation will be the one that hast lsentrollability.

5. Use of RGA

6. Screen the infeasible structure by using Niededinsndex.
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