## Introduction to MVC

## Definition---Properness and strictly properness

A system $\mathrm{G}(\mathrm{s})$ is proper if all its elements $\left\{g_{i j}(s)\right\}$ are proper, and strictly proper if all its elements are strictly proper.

## Definition---Causal

A system $G(s)$ is causal if all its elements are causal, and not causal if all its elements are noncausal.

## Definition---Poles

The eigen values $\lambda_{i}, i=1,---, n$ of the system $G(s)$ are called the pole of the system.
The pole polynomial $\pi(s)$ is defined as: $\pi(s)=\prod_{i=1}^{n}\left(s-\lambda_{i}\right)$, where $\pi(s)$ is the
least common denominator of all non-identical-zero minors of all order of $\mathrm{G}(\mathrm{s})$.
Example:

$$
G(s)=\frac{1}{(s+1)(s+2)(s-1)}\left[\begin{array}{ccc}
(s-1)(s+2) & 0 & (s-1)^{2} \\
-(s+1)(s+2) & (s-1)(s+1) & (s-1)(s+1)
\end{array}\right]
$$

The minor of order 2 :

$$
G_{1,2}^{1,2}=\frac{1}{(s+1)(s+2)} ; G_{1,3}^{1,2}=\frac{2}{(s+1)(s+2)} ; G_{2,3}^{1,2}=\frac{-(s-1)}{(s+1)(s+2)^{2}}
$$

The least common denominator of the minors:

$$
\pi(s)=(s+1)(s+2)^{2}(s-1)
$$

Definition---Zeros
If the rank of $G(z)$ is less than the normal rank, $z$ is a zero of the system. The zero polynomial $Z(s)$ is the greatest common divisor of the numerators of all order-r minors of $G(s)$, where $r$ is the norminal rank of $G(s)$ provided that these minors have all been adjusted in such a way as to have the pole polynomial $\pi(s)$ as their denominator.
$G_{1,2}^{1,2}(s)=\frac{(s-1)(s+2)}{\pi(s)} ; G_{1,3}^{1,2}(s)=\frac{2(s-1)(s+2)}{\pi(s)} ; G_{2,3}^{1,2}(s)=\frac{-(s-1)^{2}}{\pi(s)}$
So, $Z(s)=(s-1)$
According to this definition, the zero polynomial of a square $G(s)$ is:
$\operatorname{det}\{G(s)\}=0$
Notice that, in a MIMO system, there may be no inverse response to indicate the
presence of RHP-zero. For example, in the MIMO system of the following:

$$
\begin{aligned}
& G(s)=\frac{1}{(0.2 s+1)(s+1)}\left[\begin{array}{cc}
1 & 1 \\
1+2 s & 2
\end{array}\right] ; \quad G(0.5)=0 ; \quad \underline{\sigma}\{G(0.5)\}=0 \\
& G(0.5)=\frac{1}{1.65} \underbrace{\left[\begin{array}{cc}
0.45 & 0.89 \\
0.89 & -0.45
\end{array}\right]}_{U} \underbrace{\left[\begin{array}{cc}
1.92 & 0 \\
0 & 0
\end{array}\right]}_{\Sigma} \underbrace{\left[\begin{array}{cc}
0.71 & -0.71 \\
0.71 & 0.71
\end{array}\right]^{H}}_{V^{H}}
\end{aligned}
$$



## Transfer functions for Closed loop MIMO systems

1. Cascade rule. For the cascade interconnection of $G_{1}(s)$ and $G_{2}(s)$ in the following figure(a), the overall transfer function matrix is $G=\mathrm{G}_{1} \mathrm{G}_{2}$
2. Feedback rule. With reference to the positive feedback system in Figure (b):

$$
v=(I-L)^{-1} u=\left(I-G_{2} G_{1}\right)^{-1} u
$$

3. Push-through rule. $G_{1}\left(I-G_{2} G_{1}\right)^{-1}=\left(I-G_{1} G_{2}\right)^{-1} G_{1}$

$$
\begin{gathered}
G_{1}-G_{1} G_{2} G_{1}=G_{1}\left(I-G_{2} G_{1}\right)=\left(I-G_{1} G_{2}\right) G_{1} \\
\quad \Rightarrow\left(I-G_{1} G_{2}\right)^{-1} G_{1}\left(I-G_{2} G_{1}\right)=G_{1} \\
\quad \Rightarrow\left(I-G_{1} G_{2}\right)^{-1} G_{1}=G_{1}\left(I-G_{2} G_{1}\right)^{-1}
\end{gathered}
$$


(a) Cascade system

(b) Positive feedback system

## 4. MIMO rule.

(1). Start from the output, write down the blocks as moving backward by the most direct path toward the input
(2). When exit from a feedback loop, include a term (I-L) ${ }^{-1}$ for positive feedback (or, $(\mathrm{I}+\mathrm{L})^{-1}$ for negative feedback. Notice that L is the evaluated against signal flow starting at the point of exit from the loop.
Example: Consider the following block diagram:


$$
z=\left[p_{11}+p_{12} K\left(1-P_{22} K\right)^{-1} p_{21}\right] w
$$

5. Consider the closed-loop system:


The following relationships are useful:

$$
\begin{aligned}
& (I+L)^{-1}+L(I+L)^{-1}=S+T=1 \\
& G(I+K G)^{-1}=(I+G K)^{-1} G \\
& G K(I+G K)^{-1}=G(I+K G)^{-1} K=(I+G K)^{-1} G K \\
& T=L(I+L)^{-1}=(I+L)^{-1} L=\left(I+L^{-1}\right)^{-1}
\end{aligned}
$$

## Singular Values and Matrix Norms

## 1. Vector Norms

A real valued function $\|\bullet\|$ defined on a vector space $X$ is said to be a norm on X , if it satisfies the following properties:
(1) $\|x\| \geq 0$;
(2) $\|x\|=0$ only if $x=0$;
(3) $\|\alpha x\|=|\alpha|\|x\|$, for any scalar $\alpha$;
(4) $\|x+y\| \leq\|x\|+\|y\|$;
for any $x \in X$ and $y \in X$.

The vector p-norm of $x \in X$ is defined as: $\|x\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{1 / p}\right)$, for $1 \leq p \leq \infty$. In particular $p=1,2, \infty$ we have:

$$
\|x\|_{1}=\sum_{i=1}^{n}\left|x_{i}\right| ; \quad\|x\|_{2}=\sqrt{\sum_{i=1}^{n}\left(\left|x_{i}\right|\right)^{2}} ; \quad\|x\|_{\infty}=\max _{1 \leq i \leq n}\left|x_{i}\right| .
$$

## Hölder inequality:

$$
\left|x^{T} y\right| \leq\|x\|_{p}\|y\|_{q}, \quad \frac{1}{p}+\frac{1}{q}=1
$$

Notice that:
(1) $\|x\|_{2} \leq\|x\|_{1} \leq \sqrt{n}\|x\|_{2}$;
(2) $\|x\|_{\infty} \leq\|x\|_{2} \leq \sqrt{n}\|x\|_{\infty}$;
(3) $\|x\|_{\infty} \leq\|x\|_{1} \leq \sqrt{n}\|x\|_{\infty}$

## 2. Matrix norms:

A matrix norm is defined as a function valued that satisfies the following:
(1) $\|A\| \geq 0$ for all $A \in R^{m \times n}$ with equality only if $\mathrm{A}=0$;
(2) $\|\alpha A\|=|\alpha|\|A\|$ for all $\alpha \in R, A \in R^{m \times n}$;
(3) $\|A+B\| \leq\|A\|+\|B\|$ for all $A, B \in R^{m \times n}$

Let $A=\left[a_{i j}\right] \in R^{m \times n}$, the vector induced p -norms is defined as:

$$
\|A\|_{p}=\sup _{x \neq 0} \frac{\|A x\|_{p}}{\|x\|_{p}}
$$

In particular:

$$
\begin{aligned}
& \|A\|_{1}=\max _{1 \leq j \leq n} \sum_{i=1}^{m}\left|a_{i j}\right| \text { (column sum) } \\
& \|A\|_{2}=\sqrt{\lambda_{\max }\left(A^{*} A\right)} \\
& \|A\|_{\infty}=\max _{1 \leq j \leq n} \sum_{j=1}^{n}\left|a_{i j}\right| \quad \text { (row sum) }
\end{aligned}
$$

Another popular matrix norm is the Frobenius norm, i.e.:

$$
\|A\|_{F}=\sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n}\left|a_{i j}\right|^{2}}
$$

The p-norms have the following important property for every $A \in R^{m \times n}$ :
(1) $\|A X\|_{p} \leq\|A\|_{p}\|x\|_{p} ; \mathrm{p}=1,2, \infty$;
(2) $\|A\|_{2} \leq\|A\|_{F} \leq \sqrt{n}\|A\|_{2}$;
(3) $\max _{1 \leq i \leq m ; 1 \leq j \leq n}\left|a_{i j}\right| \leq\|A\|_{2} \leq \sqrt{m n}\left\{\max _{1 \leq i \leq m ; 1 \leq j \leq n}\left|a_{i j}\right|\right\}$;
(4) $\frac{1}{\sqrt{n}}\|A\|_{\infty} \leq\|A\|_{2} \leq \sqrt{m}\|A\|_{\infty}$;
(5) $\frac{1}{\sqrt{m}}\|A\|_{1} \leq\|A\|_{2} \leq \sqrt{n}\|A\|_{1}$

Lemma 1: Let $x \in F^{n}$ and $y \in F^{m}$.
(1) Suppose $n \geq m .\|x\|=\|y\|$ iff $\exists U \in F^{n \times m}$ s.t. $x=U y$, and $U^{*} U=I$;
(2) Suppose $n=m \cdot\left|x^{*} y\right| \leq\|x\|\|y\|$. Moreover, equality holds iff $x=\alpha y$ for some $\alpha \in F$ or $y=0$;
(3) $\|x\| \leq\|y\|$ iff $\exists \Delta \in F^{n \times m}$ with $\|\Delta\| \leq 1$ s.t. $x=\Delta y$. Furthermore,

$$
\|x\| \leq\|y\| \text { iff }\|\Delta\|<1
$$

(4) $\|U x\|=\|x\|$ for any appropriate dimensioned unitary matrix U .

Lemma 2: Let A and B be any appropriate dimensioned matrices.
(1) $\rho(A) \leq\|A\|_{p},(p=1,2, \infty, F) ;$
(2) $\quad\|A B\| \leq\|A\|\|B\| ; \quad\left\|A^{-1}\right\| \geq\|A\|^{-1} ;$
(3) $\|U A V\|=\|A\|$, and $\|U A V\|_{F}=\|A\|_{F}$, for any unitary matrices U and V ;
(4) $\quad\|A B\|_{F} \leq\|A\|\|B\|_{F}$, and $\|A B\|_{F} \leq\|B\|\|A\|_{F}$.

Lemma 3: Let A be a block partitioned matrix with:

$$
A=\left[\begin{array}{lll}
A_{11} & A_{12} & A_{1 q} \\
A_{21} & A_{21} & A_{2 q} \\
& & \\
A_{m 1} & A_{m 2} & A_{m q}
\end{array}\right]=\left[A_{i j}\right]
$$

Then, for any induced matrix p-norm,

$$
\|A\|_{p} \leq\left\|\left[\begin{array}{lll}
\left\|A_{11}\right\|_{p} & \left\|A_{12}\right\|_{p} & \left\|A_{1 q}\right\|_{p} \\
\left\|A_{21}\right\|_{p} & \left\|A_{22}\right\|_{p} & \left\|A_{2 q}\right\|_{p} \\
\left\|A_{m 1}\right\|_{p} & \left\|A_{m 2}\right\|_{p} & \left\|A_{m q}\right\|_{p}
\end{array}\right]\right\|_{p}
$$

Further, the equality holds if the F-norm is used.

Proof. It is obvious that if the $F$-norm is used, then the right hand side of inequality (2.2) equals the left hand side. Hence only the induced $p$-norm cases, $1 \leq p \leq \infty$, will be shown. Let a vector $x$ be partitioned consistently with $A$ as

$$
x=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{q}
\end{array}\right] ;
$$

and note that

$$
\|x\|_{p}=\left\|\left[\begin{array}{c}
\left\|x_{1}\right\|_{p} \\
\left\|x_{2}\right\|_{p} \\
\vdots \\
\left\|x_{q}\right\|_{p}
\end{array}\right]\right\|_{p} .
$$

Then

$$
\begin{aligned}
& \left\|\left[A_{i j}\right]\right\|_{p}:=\sup _{\|x\|_{p}=1}\left\|\left[A_{i j}\right] x\right\|_{p}=\sup _{\|x\|_{p}=1}\left\|\left[\begin{array}{c}
\sum_{j=1}^{q} A_{1 j} x_{j} \\
\sum_{j=1}^{q} A_{2 j} x_{j} \\
\vdots \\
\sum_{j=1}^{q} A_{m j} x_{j}
\end{array}\right]\right\|_{p} \\
& =\sup _{\|x\|_{p}=1}\left\|\left[\begin{array}{c}
\left\|\sum_{j=1}^{q} A_{1 j} x_{j}\right\|_{p} \\
\left\|\sum_{j=1}^{q} A_{2 j} x_{j}\right\|_{p} \\
\vdots \\
\left\|\sum_{j=1}^{q} A_{m j} x_{j}\right\|_{p}
\end{array}\right]\right\| \leq \sup _{\|x\|_{p}=1}\left\|\left[\begin{array}{c}
\sum_{j=1}^{q}\left\|A_{1 j}\right\|_{p}\left\|x_{j}\right\|_{p} \\
\sum_{j=1}^{q}\left\|A_{2 j}\right\|_{p}\left\|x_{j}\right\|_{p} \\
\vdots \\
\sum_{j=1}^{q}\left\|A_{m j}\right\|_{p}\left\|x_{j}\right\|_{p}
\end{array}\right]\right\|_{p} \\
& =\sup _{\|x\|_{p}=1}\left\|\left[\begin{array}{cccc}
\left\|A_{11}\right\|_{p} & \left\|A_{12}\right\|_{p} & \cdots & \left\|A_{1 q}\right\|_{p} \\
\left\|A_{21}\right\|_{p} & \left\|A_{22}\right\|_{p} & \cdots & \left\|A_{2 q}\right\|_{p} \\
\vdots & \vdots & & \vdots \\
\left\|A_{m 1}\right\|_{p} & \left\|A_{m 2}\right\|_{p} & \cdots & \left\|A_{1 q}\right\|_{p}
\end{array}\right]\left[\begin{array}{c}
\left\|x_{1}\right\|_{p} \\
\left\|x_{2}\right\|_{p} \\
\vdots \\
\left\|x_{q}\right\|_{p}
\end{array}\right]\right\|_{p} \\
& \leq \sup _{\|x\|_{p}=1}\left\|\left[\left\|A_{i j}\right\|_{p}\right]\right\|_{p}\|x\|_{p} \\
& =\left\|\left[\left\|A_{i j}\right\|_{p}\right]\right\|_{p} .
\end{aligned}
$$

## Singular Value Decomposition

Consider a fixed frequency $\omega$ where $G(j \omega)$ is a $l \times m$ complex matrix.


Denote $G(j \omega)$ as G for simplicity. Any matrix G may be decomposed into $G=U \Sigma V^{H}$.
Where,
$\Sigma$ is an $l \times m$ matrix with $k=\min \{l, m\}$ non-negative singular values, $\sigma_{i}$. arranged in descending order along its main diagonal; the other entries are zero. The singular values are the positive square roots of the eigenvalues of $G^{H} G$, and $G^{H}$ is the conjugate transpose of G. That is:

$$
\begin{aligned}
& \sigma_{i}(G)=\sqrt{\lambda_{i}\left(G^{H} G\right)} \\
& y=G \cdot d ;
\end{aligned}
$$

Let u be one of the eigenvector of $G$.

$$
\begin{aligned}
& d=v_{i} \Rightarrow\left\|v_{i}\right\|^{2}=\alpha^{2}\left\{\sqrt{\left|v_{i, 1}\right|^{2}+\left|v_{i, 2}\right|^{2}+\cdots\left|v_{i, n}\right|^{2}}\right\}^{2} \\
& y=G\left(v_{i}\right)=G v_{i}=\lambda_{i} v_{i} \\
& \quad \Rightarrow\|y\|^{2}=\alpha^{2} \lambda_{i}^{2}\left\|v_{i}\right\|^{2} \\
& \therefore \frac{\|y\|_{2}}{\|d\|_{2}}=\frac{\left|\lambda_{i}\right|\left\|v_{i}\right\|}{\left\|v_{i}\right\|}=\left|\lambda_{i}\right|
\end{aligned}
$$

On the other hand, it can be shown that the extreme values of $\|G d\|_{2} /\|d\|_{2}$ are $\lambda_{i}^{1 / 2}\left[G^{H} G\right]$, which is known as the singular value of G , in the directions of eigenvaectors of $G^{H} G$.

Since, $\underline{\sigma}=\min \frac{\|y\|_{2}}{\|d\|_{2}} \leq \frac{\|y\|_{2}}{\|d\|_{2}} \leq \max \frac{\|y\|_{2}}{\|d\|_{2}}=\bar{\sigma}$

As a result, $\underline{\sigma} \leq\left|\lambda_{i}\right| \leq \bar{\sigma}$
The singular values can be considered as the extreme gains of the MIMO
system, which are local maximal values with respect to the direction of inputs. For example, consider the gain matrix at a specific frequency:
$G=\left[\begin{array}{ll}5 & 4 \\ 3 & 2\end{array}\right]$
The gains with respect to the direction of d are given in the following figure:


Typical singular values with respect to frequency are as shown in the following figure:


Theorem 1: Let $A \in F^{m \times n}$. There exist unitary matrices:
$U=\left[u_{1}, u_{2}, \cdots, u_{m}\right] \in F^{m \times m} ; V=\left[v_{1}, v_{2}, \cdots, v_{n}\right] \in F^{n \times n}$
such that: $A=U \Sigma V^{*}, \Sigma=\left[\begin{array}{cc}\Sigma_{1} & 0 \\ 0 & 0\end{array}\right]$
where,

$$
\Sigma_{1}=\left[\begin{array}{cccc}
\sigma_{1} & 0 & \cdots & 0 \\
0 & \sigma_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sigma_{p}
\end{array}\right] ; \quad \sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{p} \geq 0 ; p=\min \{m, n\}
$$

## [Proof]

Let $\sigma=\|A\|$, and assume $m \geq n$.

Then, from the definition of $\|A\|$, i.e.:

$$
\|A\|_{p}=\sup \frac{\|A z\|_{p}}{\|z\|_{p}} ; \quad(p=1,2, \infty) \Rightarrow\|A z\|_{p}=\|A\|_{p}\|z\|_{p} \text { for some } z
$$

In other words, there exists a vector $z \in F^{n}$ such that

$$
\|A z\|=\sigma\|z\|=\|\sigma z\|
$$

By the Lemma
$\left(\|x\|=\|y\|\right.$ iff there is a matrix $U \in F^{m \times n}$ such that $x=U y$ and $\left.U^{*} U=I\right)$ there is a matrix $\tilde{U} \in F^{m \times n}$ such that $\tilde{U}^{*} \tilde{U}=I$ and

$$
A z=\tilde{U}(\sigma z)=\sigma \tilde{U} z
$$

Let: $\quad x=\frac{z}{\|z\|} \in F^{n}$ and $y=\frac{\tilde{U} z}{\|\tilde{U} z\|} \in F^{m}$
We have: $\quad A x=\frac{A z}{\|z\|}=\frac{\sigma \tilde{U} z}{\left(\frac{\|A z\|}{\sigma}\right)}=\frac{\sigma^{2} \tilde{U} z}{\|A z\|}=\frac{\sigma^{2} \tilde{U} z}{\|\sigma \tilde{U} z\|}=\frac{\tilde{U} z}{\|\tilde{U} z\|}=y$
Let $U=\left[y, U_{1}\right] \in F^{m \times m} ; V=\left[x, V_{1}\right] \in F^{n \times n}$ be unitary.
Thus,

$$
\begin{aligned}
A_{1} & =U^{*} A V=\left[y, U_{1}\right]^{*}\left[A x, A V_{1}\right] \\
& =\left[\begin{array}{cc}
y^{*} A x & y^{*} A V_{1} \\
U_{1}^{*} A x & U_{1}^{*} A V_{1}
\end{array}\right]=\left[\begin{array}{cc}
\sigma y^{*} y & y^{*} A V_{1} \\
\sigma U_{1}^{*} y & U_{1}^{*} A V_{1}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\sigma & w^{*} \\
0 & B
\end{array}\right]
\end{aligned}
$$

Since,

$$
\left\|A_{1}\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right]\right\|_{2}^{2}=\sigma^{2}+w^{*} w \quad \Rightarrow \quad\left\|A_{1}\right\|^{2} \geq \sigma^{2}+w^{*} w
$$

and $\sigma=\|A\|=\left\|A_{1}\right\|$, we conclude that $w=0$.

An obvious induction argument gives: $U^{*} A V=\Sigma$. The $\sigma_{i}$ is the i-th eigen value of A, and $u_{i}$ and $v_{j}$ are i -th left singular vector and j -th right singular vectors, respectively. It is obvious to see:

$$
A v_{i}=\sigma_{i} u_{i} \text { and } A^{*} u_{i}=\sigma_{i} v_{i}
$$

or, $\quad A^{*} A v_{i}=\sigma_{i}^{2} v_{i}$ and $A A^{*} u_{i}=\sigma_{i}^{2} u_{i}$

Hence, $\sigma_{i}^{2}$ is an eigen value of $A A^{*}$ or $A^{*} A, u_{i}$ is an eigen vector of $A A^{*}$, and is an eigen vector of $A^{*} A$. The following notations for singular values are often used:

$$
\begin{aligned}
& \bar{\sigma}(A)=\sigma_{\max }(A)=\sigma_{1}=\max _{\|x\|=1}\|A x\| \\
& \underline{\sigma}(A)=\sigma_{\min }(A)=\sigma_{p}=\min _{\|x\|=1}\|A x\|
\end{aligned}
$$

Lemma 1: Suppose $A$ and $D$ are square matrices.
(1) $|\underline{\sigma}(A+\Delta)-\underline{\sigma}(A)| \leq \bar{\sigma}(A)$;
(2) $\underline{\sigma}(A \Delta) \geq \underline{\sigma}(A) \underline{\sigma}(\Delta)$;
(3) $\bar{\sigma}\left(A^{-1}\right)=\frac{1}{\underline{\sigma}(A)}$ if A is invertible;

## Proof.

(i) By definition

$$
\begin{aligned}
\underline{\sigma}(A+\Delta) & :=\min _{\|x\|=1}\|(A+\Delta) x\| \\
& \geq \min _{\|x\|=1}\{\|A x\|-\|\Delta x\|\} \\
& \geq \min _{\|x\|=1}\|A x\|-\max _{\|x\|=1}\|\Delta x\| \\
& =\underline{\sigma}(A)-\bar{\sigma}(\Delta)
\end{aligned}
$$

Hence $-\bar{\sigma}(\Delta) \leq \underline{\sigma}(A+\Delta)-\underline{\sigma}(A)$. The other inequality $\underline{\sigma}(A+\Delta)-\underline{\sigma}(A) \leq \bar{\sigma}(\Delta)$ follows by replacing $A$ by $A+\Delta$ and $\Delta$ by $-\Delta$ in the above proof.
(ii) This follows by noting that

$$
\begin{aligned}
\underline{\sigma}(A \Delta) & :=\min _{\|x\|=1}\|A \Delta x\| \\
& =\sqrt{\min _{\|x\|=1} x^{*} \Delta^{*} A^{*} A \Delta x} \\
& \geq \underline{\sigma}(A) \min _{\|x\|=1}\|\Delta x\|=\underline{\sigma}(A) \underline{\sigma}(\Delta)
\end{aligned}
$$

(iii) Let the singular value decomposition of $A$ be $A=U \Sigma V^{*}$, then $A^{-1}=V \Sigma^{-1} U^{*}$. Hence $\bar{\sigma}\left(A^{-1}\right)=\bar{\sigma}\left(\Sigma^{-1}\right)=1 / \underline{\sigma}(\Sigma)=1 / \underline{\sigma}(A)$.

Lemma 2 Let $A \in \mathbb{F}^{m \times n}$ and

$$
\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{r}>\sigma_{r+1}=\cdots=0, \quad r \leq \min \{m, n\}
$$

Then

1. $\operatorname{rank}(A)=r$;
2. $\operatorname{Ker} A=\operatorname{span}\left\{v_{r+1}, \ldots, v_{n}\right\}$ and $(\operatorname{Ker} A)^{\perp}=\operatorname{span}\left\{v_{1}, \ldots, v_{r}\right\}$;
3. $\operatorname{Im} A=\operatorname{span}\left\{u_{1}, \ldots, u_{r}\right\}$ and $(\operatorname{Im} A)^{\perp}=\operatorname{span}\left\{u_{r+1}, \ldots, u_{m}\right\}$;
4. $A \in \mathbb{F}^{m \times n}$ has a dyadic expansion:

$$
A=\sum_{i=1}^{r} \sigma_{i} u_{i} v_{i}^{*}=U_{r} \Sigma_{r} V_{r}^{*}
$$

where $U_{r}=\left[u_{1}, \ldots, u_{r}\right], V_{r}=\left[v_{1}, \ldots, v_{r}\right]$, and $\Sigma_{r}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right)$;
5. $\|A\|_{F}^{2}=\sigma_{1}^{2}+\sigma_{2}^{2}+\cdots+\sigma_{r}^{2}$;
6. $\|A\|_{2}=\sigma_{1}$;
7. $\sigma_{i}\left(U_{0} A V_{0}\right)=\sigma_{i}(A), i=1, \ldots, p$ for any appropriately dimensioned unitary matrices $U_{0}$ and $V_{0}$;
8. Let $k<r=\operatorname{rank}(A)$ and $A_{k}:=\sum_{i=1}^{k} \sigma_{i} u_{i} v_{i}^{*}$, then

$$
\min _{\operatorname{rank}(B) \leq k}\|A-B\|=\left\|A-A_{k}\right\|=\sigma_{k+1}
$$

Proof. We shall only give a proof for part 8. It is easy to see that $\operatorname{rank}\left(A_{k}\right) \leq k$ and $\left\|A-A_{k}\right\|=\sigma_{k+1}$. Hence, we only need to show that $\min _{\operatorname{rank}(B) \leq k}\|A-B\| \geq \sigma_{k+1}$. Let $B$ be any matrix such that $\operatorname{rank}(B) \leq k$. Then

$$
\begin{aligned}
\|A-B\| & =\left\|U \Sigma V^{*}-B\right\|=\left\|\Sigma-U^{*} B V\right\| \\
& \geq\left\|\left[\begin{array}{ll}
I_{k+1} & 0
\end{array}\right]\left(\Sigma-U^{*} B V\right)\left[\begin{array}{c}
I_{k+1} \\
0
\end{array}\right]\right\|=\left\|\Sigma_{k+1}-\hat{B}\right\|
\end{aligned}
$$

where $\hat{B}=\left[\begin{array}{ll}I_{k+1} & 0\end{array}\right] U^{*} B V\left[\begin{array}{c}I_{k+1} \\ 0\end{array}\right] \in \mathbb{F}^{(k+1) \times(k+1)}$ and $\operatorname{rank}(\hat{B}) \leq k$. Let $x \in \mathbb{F}^{k+1}$ be such that $\hat{B} x=0$ and $\|x\|=1$. Then

$$
\|A-B\| \geq\left\|\Sigma_{k+1}-\hat{B}\right\| \geq\left\|\left(\Sigma_{k+1}-\hat{B}\right) x\right\|=\left\|\Sigma_{k+1} x\right\| \geq \sigma_{k+1}
$$

Since $B$ is arbitrary, the conclusion follows.

## Lemma 3:

(1) $\quad \underline{\sigma}(A) \leq|\lambda| \leq \bar{\sigma}(A)$
(2) $|\lambda| \leq\|A\|_{p}$
(3) Let $\kappa(A)=\frac{\bar{\sigma}(A)}{\underline{\sigma}(A)}=$ condition number of $A$, and $A x=b$. If

$$
A(x+\delta x)=(b+\delta b), \text { then: } \frac{\|\delta x\|}{\|x\|}=\kappa(A) \times\left(\frac{\|\delta b\|}{\|b\|}\right)
$$

(4) Let $\tilde{A} \rightarrow A+\delta A$ and $\tilde{x}=x+\delta x$, where A and x satify $A x=b$. Then:

$$
\frac{\|\delta x\|}{\|x\|} \leq \frac{\kappa(A)}{\left|1-\kappa(A) \frac{\|\delta A\|}{\|A\|}\right|}
$$

Thus, when $\kappa(A)$ is large and matrix A is almost singular, a very small change of A will make the possible range of $\|\delta x\|$ large.

## Applications of SVD

## Physical Example

In order to develop a clearer picture of the physical significance of the decomposition, consider a very simple multivariable process. The process, as shown in Figure .1, is a simple piping arrangement in which hot and cold water are continuously mixed. The controlled variables are the mix temperature ( $T_{m}$ ) and the


FIGURE .1. Simple Mixing Example
total flow ( $F_{m}$ ), and the manipulated variables are the flow rates of the two inlet streams ( $F_{1}$ and $F_{2}$ ). The linearized steady-state behavior of the system about some operating conditions can be described by the following equation:

$$
\begin{align*}
& \Delta T_{m}=[\mathbf{K}] \begin{array}{l}
\Delta F_{1} \\
\Delta F_{m}
\end{array}, ~ \tag{5}
\end{align*}
$$

where:
$\Delta T_{m}=$ steady-state change in the mixed temperature from base condition $\Delta F_{m}=$ steady-state change in the total flow from the base condition $\Delta F_{1}=$ steady-state change in the hot water flow from the base condition $\Delta F_{2}=$ steady-state change in the cold water flow from the base condition
For a base case of $F_{1}=10 \mathrm{gpm}, F_{2}=20 \mathrm{gpm}, T_{h}=100^{\circ} \mathrm{F}, T_{c}=65^{\circ} \mathrm{F}$, let us assume that the gain matrix is as follows:

$$
\mathbf{K}=\left[\begin{array}{rr}
0.7778 & -0.3889 \\
1.0000 & 1.0000
\end{array}\right]
$$

which decomposes to (see e.g., Reference 8 for mathematical details of how to carry out this decomposition):

$$
\begin{aligned}
\mathbf{U} & =\left[\begin{array}{rr}
0.2758 & -0.9612 \\
0.9612 & 0.2758
\end{array}\right] \\
\mathbf{V} & =\left[\begin{array}{cc}
0.8091 & -0.5877 \\
0.5877 & 0.8091
\end{array}\right] \\
\mathbf{\Sigma} & =\left[\begin{array}{cc}
1.4531 & 0 \\
0 & 0.8029
\end{array}\right] \\
\text { Condition Number, } \mathbf{C N} & =1.7
\end{aligned}
$$

At this point these singular values and vectors are merely numbers; however, consider the relationship between these values and an experimental procedure that could be applied to measure the steady-state process characteristics. Suppose the mix temperature and total flow rate are measured for combinations of inlet flows defined by $\Delta F_{1} * * 2+\Delta F_{2} * * 2=1$. The response of the system to such an experiment would be a direct indication of the sensitivity of the process to all possible combinations of inputs and would be useful in designing a control system. Under the present operating conditions, this simple process would respond as indicated in Figure 2(a).


FIGURE 2(a). Mixer Output Ellipse-Case I


Note that the response is presented in terms of the locus of two vectors. One vector represents the manipulated variables and is expressed in terms of the deviation of each from the base case position. The second vector represents the controlled variables and is also expressed in terms of the deviation of each from the base case. (The dotted line in Figure 2(a) is an example input and resulting output vector). The set of manipulated variables considered for this experiment forms a unit circle that maps over into the controlled variables as an ellipse. The ellipse has a major axis and a minor axis that define the relative strengths and weaknesses of the process response. Note that the mix temperature is slightly more responsive than is the total flow, but both are quite responsive to the two inlet flows.

It can be mathematically shown that the same information can be indirectly obtained from the SVD analysis (15). Note in this example that the column vectors of $\mathbf{U}$ describe the orientation of the major and minor axes of the ellipse and that the singular values describe the magnitude of each axis. The first column vector of $\mathbf{U}\left(U_{1}\right)$ describes the orientation of the major axis and the first singular value $\left(\sigma_{1}\right)$ describes the magnitude of that axis. The second column vector of $\mathbf{U}\left(U_{2}\right)$ and the second singular value ( $\sigma_{2}$ ) describe the direction and magnitude of the minor axis, respectively. In other words, the column vectors of $\mathbf{U}$ describe the
rotations necessary for a sensor coordinate system that is aligned with the relative strengths and weaknesses of the system.

Also, the right singular vectors (columns of $V$ ) can be used to show the relative strengths and weaknesses of the manipulated variables. The first column of $\mathbf{V}\left(V_{1}\right)$ indicates the combinations of manipulated variables that have the greatest effect on the system. The second column of $\mathbf{V}\left(V_{2}\right)$ indicates the combination of manipulated variables that have the least effect on the system. This can also be visualized as an ellipse in the manipulated variable coordinate system with a major and a minor axis defined by $\mathbf{V}$ and the reciprocal of the singular values, as shown in Figure 2(b).

The physical significance of the condition number can also be seen in this simple example if we compare the operation of the system at the conditions above with the following conditions:

$$
\begin{aligned}
& F_{1}=100 \mathrm{gpm} \\
& F_{2}=150 \mathrm{gpm} \\
& T_{h}=100^{\circ} \mathrm{F} \\
& T_{c}=65^{\circ} \mathrm{F}
\end{aligned}
$$

where the gain matrix and SVD analysis are the following:

$$
\mathbf{K}=\left[\begin{array}{rr}
0.084 & -0.056 \\
1.000 & 1.000
\end{array}\right]
$$

which decomposes to the following:

$$
\begin{aligned}
\mathbf{U} & =\left[\begin{array}{rr}
0.014 & -0.999 \\
0.999 & 0.014
\end{array}\right] \\
\mathbf{V} & =\left[\begin{array}{ll}
0.708 & -0.706 \\
0.706 & 0.708
\end{array}\right] \\
\mathbf{\Sigma} & =\left[\begin{array}{cl}
1.414 & 0 \\
0 & 0.0990
\end{array}\right] \\
\mathrm{CN} & =14.28
\end{aligned}
$$

In the first case the condition number, which is the ratio of the largest to the smallest singular value, is 1.70 . This indicates that the system is almost twice as responsive in the strong coordinate direction as it is in the weak coordinate direction. In the second case, the condition number is 14.28 , indicating that the system is an order of magnitude more responsive in the strong coordinate direction than it is in the weak coordinate direction.

The differences in the condition number of the two cases can be easily seen by looking at the operating ellipses of the two cases (Figures 2a and 2c). In the first case, the operating ellipse is broad, indicating that the system has two clear degrees of freedom. In the second case, the operating ellipse is narrow, indicating that, while two degrees of freedom do exist, the area of operation will necessarily be along the major axis. Depending on the degree of difficulty of the dynamic problem, it may or may not be practical to try to control the system in the direction of the minor axis.

## Problem of small singular values:

Very small singular values in a multivariable system are analogus to very small gains in a conventional siso system. It requires very large controller gains and results in excessively large controller actions. The typical presence of constraints in the manipulated variable and noise in the sensor makes it difficult even for siso system. In the context of mimo system, the additional complications presented by hidden loops, interactions make the problem even more severe.
A general rule of thumb to measure the small singular value is the magnitude of the noise in the signal. Singular values are equal or less than the magnitude of sensor noise should be assumed degenerate.

## Problem of large singular values:

Large singular values are not as serious a problem as small values. It requires very small controller gains. This results in small controller outputs, which can be easily become lost in the resolution of the manipulator. The symptomatic behaviors are cyclic responses, which never settling down to a reasonable steady state.
A general rule of thumb concerning large singular values is that all singular values that are equal to or greater than the reciprocal of the valve resolution should be avoided.

## Determining Good Sensor Locations

Consider, for example, the ethonal-water distillation column as shown in Figure 3.Assume that the first level objective is to control two column temperatures by manipulating D and Q . The basic concern is to determine which combination out of 1225 possible combinations of sensor locations from the point of view of column control.


The $50 \times 2$ gain matrix is as shown in figure 4 .


FIGURE 4 GAIN MATRIX-ETHANOL-WATER COLUMN


From the SVD result in Figure 5 and is plotted on Figure 6. The largest elements in $U_{1}$ and $U_{2}$ occurs on stage 18 and 13. On the other hand, if we use abs $\left(\mathrm{U}_{1}\right)$-abs $\left(\mathrm{U}_{2}\right)$ as criterion, as shown on Figure 7, the largest differences suggests that stage 18 and stage 13 are good choices.


FIGURE 6 U-vector Plots—Principle Component Analysis


FIGURE 7 Modified Principles Component Analysis

## Selection of Proper Manipulated variables

For example, in the design of control of a control for a distillation column, four manipulated variables are typically be considered:

| D | distillate flow rate |
| :--- | :--- |
| L | reflux flow rate |
| B | bottoms flow rate |
| Q | steam rate to the reboiler |

Two out of the four have to control levels (i.e. accumulator and column base). Thus, only the remaining two can be manipulated for the compositions. To choose two out of the four, SVD provides a straightforward method to compare the steady state behavior of various first level control strategies.

| TABLE |  |  |  |  |  |
| :---: | ---: | :---: | :---: | :---: | :---: |
| Condition Numbers of Distillation Control Schemes |  |  |  |  |  |
| First-Level |  |  | Overall SVD Analysis |  |  |
| Scheme | CN | 1 | 2 |  |  |
| LQ | 1321.7 | 0.910 | 0.00068 |  |  |
| LB | 97.2 | 0.081 | 0.00084 |  |  |
| DQ | 66.4 | 0.081 | 0.00122 |  |  |
| QR | 179.5 | 0.124 | 0.00069 |  |  |
| BR | 96.8 | 0.081 | 0.00084 |  |  |

In this example, DQ is the best first-level control scheme. It has a much better condition number than the others. The second singular value of this DQ scheme is much stronger than for the other schemes.

# Application to Feedback Properties 



Figure
Standard Feedback Configuration

Consider again the feedback system shown in Figure 5.1. For convenience, the system diagram is shown again in Figure 5.3. For further discussion, it is convenient to define the input loop transfer matrix, $L_{i}$, and output loop transfer matrix, $L_{o}$, as

$$
L_{i}=K P, \quad L_{o}=P K,
$$

respectively, where $L_{i}$ is obtained from breaking the loop at the input (u) of the plant while $L_{o}$ is obtained from breaking the loop at the output $(y)$ of the plant. The input sensitivity matrix is defined as the transfer matrix from $d_{i}$ to $u_{p}$ :

$$
S_{i}=\left(I+L_{i}\right)^{-1}, \quad u_{p}=S_{i} d_{i} .
$$

And the output sensitivity matrix is defined as the transfer matrix from $d$ to $y$ :

$$
S_{o}=\left(I+L_{o}\right)^{-1}, \quad y=S_{o} d .
$$

The input and output complementary sensitivity matrices are defined as

$$
\begin{aligned}
& T_{i}=I-S_{i} \\
&=L_{i}\left(I+L_{i}\right)^{-1} \\
& T_{o}=I-S_{o}
\end{aligned}=L_{o}\left(I+L_{o}\right)^{-1}, ~ \$
$$

respectively. (The word complementary is used to signify the fact that $T$ is the complement of $S, T=I-S$.) The matrix $I+L_{i}$ is called input return difference matrix and $I+L_{o}$ is called output return difference matrix.

It is easy to see that the closed-loop system, if it is internally stable, satisfies the following equations:

$$
\begin{aligned}
y & =T_{o}(r-n)+S_{o} P d_{i}+S_{o} d \\
r-y & =S_{o}(r-d)+T_{o} n-S_{o} P d_{i} \\
u & =K S_{o}(r-n)-K S_{o} d-T_{i} d_{i} \\
u_{p} & =K S_{o}(r-n)-K S_{o} d+S_{i} d_{i} .
\end{aligned}
$$

Hence, good disturbance rejection at the plant output ( $y$ ) would require that

$$
\begin{aligned}
\bar{\sigma}\left(S_{o}\right) & =\bar{\sigma}\left((I+P K)^{-1}\right)=\frac{1}{\underline{\sigma}(I+P K)}, \quad \text { (for disturbance at plant output, } d \text { ) } \\
\bar{\sigma}\left(S_{o} P\right) & =\bar{\sigma}\left((I+P K)^{-1} P\right)=\bar{\sigma}\left(P S_{i}\right), \quad \text { (for disturbance at plant input, } d_{i} \text { ) }
\end{aligned}
$$

be made small and good disturbance rejection at the plant input ( $u_{p}$ ) would require that

$$
\begin{aligned}
\bar{\sigma}\left(S_{i}\right) & =\bar{\sigma}\left((I+K P)^{-1}\right)=\frac{1}{\underline{\sigma}(I+K P)}, \quad \text { (for disturbance at plant input, } d_{i} \text { ) } \\
\bar{\sigma}\left(S_{i} K\right) & =\bar{\sigma}\left(K(I+P K)^{-1}\right)=\bar{\sigma}\left(K S_{o}\right), \quad \text { (for disturbance at plant output, } d \text { ) }
\end{aligned}
$$

be made small, particularly in the low frequency range where $d$ and $d_{i}$ are usually significant.

Note that

$$
\begin{aligned}
& \underline{\sigma}(P K)-1 \leq \underline{\sigma}(I+P K) \leq \underline{\sigma}(P K)+1 \\
& \underline{\sigma}(K P)-1 \leq \underline{\sigma}(I+K P) \leq \underline{\sigma}(K P)+1
\end{aligned}
$$

then

$$
\begin{aligned}
& \frac{1}{\underline{\sigma}(P K)+1} \leq \bar{\sigma}\left(S_{o}\right) \leq \frac{1}{\underline{\sigma}(P K)-1}, \text { if } \underline{\sigma}(P K)>1 \\
& \frac{1}{\underline{\sigma}(K P)+1} \leq \bar{\sigma}\left(S_{i}\right) \leq \frac{1}{\underline{\sigma}(K P)-1}, \text { if } \underline{\sigma}(K P)>1
\end{aligned}
$$

These equations imply that

$$
\begin{aligned}
& \bar{\sigma}\left(S_{o}\right) \ll 1 \quad \Longleftrightarrow \quad \underline{\sigma}(P K) \gg 1 \\
& \bar{\sigma}\left(S_{i}\right) \ll 1 \quad \Longleftrightarrow \quad \underline{\sigma}(K P) \gg 1 .
\end{aligned}
$$

Now suppose $P$ and $K$ are invertible, then

$$
\begin{aligned}
& \underline{\sigma}(P K) \gg 1 \text { or } \underline{\sigma}(K P) \gg 1 \Longleftrightarrow \bar{\sigma}\left(S_{o} P\right)=\bar{\sigma}\left((I+P K)^{-1} P\right) \approx \bar{\sigma}\left(K^{-1}\right)=\frac{1}{\underline{\sigma}(K)} \\
& \underline{\sigma}(P K) \gg 1 \text { or } \underline{\sigma}(K P) \gg 1 \Longleftrightarrow \bar{\sigma}\left(K S_{o}\right)=\bar{\sigma}\left(K(I+P K)^{-1}\right) \approx \bar{\sigma}\left(P^{-1}\right)=\frac{1}{\underline{\sigma}(P)} .
\end{aligned}
$$



Figure 5.4: Desired Loop Gain

Use of the minimum singular value of the plant: The minimum singular value of the plant evaluated as a function of frequency is a useful measure for evaluating the feasibility of achieving acceptable control. In general, we want $\underline{\sigma}$ as large as possible.

Singular values for performance: In general, it is reasonable to require that the gain $\|e(\omega)\|_{2} /\|r(\omega)\|_{2}$ remains small for any direction of $r(\omega)$, including the worst-case direction which gives a gin of $\bar{\sigma}(S(j \omega))$. Let $1 /\left|w_{p}(j \omega)\right|$ represent the maximum allowable magnitude of $\|e(\omega)\|_{2} /\|r(\omega)\|_{2}$ at each frequency, This results in the following performance requirement:

$$
\bar{\sigma}(S(j \omega))<\frac{1}{\left|w_{p}(j \omega)\right|}, \forall \omega \Leftrightarrow \sigma\left\{w_{p} S(j \omega)\right\}<1, \forall \omega \Leftrightarrow \| w_{p} S\left(j \omega \|_{\infty}<1\right.
$$

Typical weight function is given asL

$$
w_{p}(s)=\frac{s / M+\omega_{b}}{s+\omega_{b} A}
$$

which means $1 /\left|w_{p}\right|$ equals $A \leq 1$ at low frequencies, and equals to $M \geq 1$ at high frequencies, and the asymptote crosses 1 at $\omega_{b}$ (the bandwidth frequency).

