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TWITTER: A SOCIAL NETWORK AND A NEWS MEDIA

Microblogging is a new form of 
communication in which users 
can describe their current status 
in short posts distributed by 
instant messages, mobile 
phones, email or the Web. 

Twitter, a popular 
microblogging tools has been a 
lot of growth since it launched 
in October, 2006. 

Twitter has become a new 
medium of information sharing.



TWITTER PLAYS A IMPORTANT ROLE IN ELECTION

Both candidates used Twitter as 
social media platform for online 
campaigns.  

Millions of voters expressed their 
views and voting preferences 
through following and tweeting. 

Social media has been filled with 
fake news and rumor. 

Fake news and rumors on social 
media during the election has 
been criticized to have huge 
impacts on voters' decisions. 



MAIN PAPER: RUMOR DETECTION ON TWITTER

These are example of two sets of 
tweets about rumors that posted after 
the earthquake in Japan on March 
11th. 

From the streaming API provided by 
twitter, there are 6 million tweets that 
were posted in March 2011. 

Extracting all 6 million tweets with 
keywords "server room" and "Cosmo 
Oil" for rumor1 and rumor2 separately, 
and then manually checked them to 
eliminate irrelevant tweets.  

As the result, there are 1,135 tweets 
for rumor1 and 2,042 tweets for 
rumor2.



CLUES FOR DETECTING RUMORS

Burst: For rumors, they will burst suddenly in number of tweets and then it 
will go down when user posts a correction tweets.  

Retweet ratio: While the general retweet ratio is 8.03%, the retweet ratio for 
rumor1 is 96.2% and 70.7% for rumor2. 

Difference of word distribution:  Extracting a list of content word from 
tweets by applying morphological analysis and give score. Finding out 
words with  score higher than 1.0.  

num_in_correction(w) score(w) =
num_in_rumor(w)



RUMOR CONTENT ANALYSIS

To distinguish rumors from gossip or 
campaigns, it need content analysis.  It may 
need deep semantic recognition from text, 
and it requires background knowledge to 
judge the tweets. 

Summarization by tag cloud consists of 
weighted keyword list can help. TF-IDF is a 
well known term weighting method, that 
works to extract keyword to summarize a set 
of tweets. 

These keywords help companies to recognize 
that a burst is a rumor or the result of their 
campaign.



EXPERIMENT TO DETECT RUMORS

Named Entity Extraction: Extracting named entities which occur more 
than 30 times at least in one day. 1,976 unique named entities were 
obtained. They were used as target source for the following steps. 

Filtering by Retweet Ratio:  the system calculate the retweet ratio on 
each day in March for every targets. After filtering with high retweet 
ratio, 1,015 targets remained to be selected. Most of them were 
topics that widely spread, however, not all the topic were rumors.  

Filtering by Clue Keyword: Using keyword "false rumor" to detect 
rumors from the candidates. This keyword appears in 19.0% (in 
rumor1) and 12.5% (in rumor2) of tweets. So the system use 10% as 
the threshold to detect the topic is a rumor or not. 



LIMITATIONS

Many of the threshold parameters are not well 
established such as those threshold that filter out  small 
topic name entity and filter out low retweet ratio tweets. 

The difference of world distribution that used to extract 
keyword for rumor detection is limited within specific 
topic. Such keyword found in rumor2 is not suitable for 
rumor1. and thus produce a lot of mis- classification.



RELATED WORK



DECEPTION DETECTION WITH DEEP SYNTAX

(Feng et.al) proposed a SVM classifier to detect deceptive reviews using features: 

• simple unigram from bag-of-word 

• rules driven by Probabilistic Context Free Grammars  

Testing mainly on a TripAdvisor dataset that contains: 

• 400 trustful reviews 

• 400 deceptive reviews 

• gathered by Amazon Mechanical Turk and evenly distributed cross 20 Chicago 
hotels 

• achieved remarkable 91.2% accuracy



PCFG



CONTENT-BASED MACHINE LEARNING

(Castillo et.al) proposed a supervised machine learning algorithm:  

• automatically separates newsworthy topics from other type of 
conversations 

• assess automatically the level of social media credibility of newsworthy 
topics 

supervised process: 

• Twitter Monitor extract burst topic keywords  

• Mechanical Turk (real human being evaluators) judge whether a topic is a 
newsworthy topics or a personal comment or conversation topic. also 
used to  judge the credibility of a topic ( true, likely false, certain false)



PROPAGATION-PATTERN BASED MACHINE LEARNING

(Ke Wu et al.) proposed a Support vector machine algorithm that 
feed: 

• 2,601 original rumor message from Sina Weibo community 
rumor measurement center, mixed with other 2,536 normal 
message. 

• Propagation tree for all this 2,601 rumor. 

• 23 features, 15 features from  Castillo, and extra 8 features such 
as topic type, user type(verification) and other sentiment relative 
features.



PROPAGATION-PATTERN BASED MACHINE LEARNING

• N node is regular user, P node 
is opinion leader who has 
more follower than following 
and at least 1,000 follower.  

• The value above each node is  

• approve score 

• doubt score 

• sentiment score



LIMITATION OF RELATIVE WORK

All required human interference to flag a rumor tweets to 
construct the training dataset. 

Computational expensive to drive the features. The lack of 
full plot of features can result in bias in the classification 
process. 

Most of the algorithm focus the detection of a fake news 
topic, not focus who is spreading the fake information, thus 
hard to mitigating or regulating such behavior.



PROPOSED SOLUTION



TF-IDF & COSINE SIMILARITY

I like music, but I don’t like movie.
I don’t like music, and I don’t like movie.

[I, don’t, like, music, movie, and, but]

I (2), don’t (1), like (2), music (1), movie (1), but (1)
I (2), don’t (2), like (2), music (1), movie (2), and (1)

X: [2, 1, 2, 1, 1, 1]
Y: [2, 2, 2, 1, 2, 1]



DISTANCE & SIMILARITY

Normalized Levenshtein O(m*n)

Jaro-Winkler O(m*n)

Cosine Similarity O(m+n)

Jaccard Index O(m+n)





DATA PREPARATION

150 MILLION TWEETS

121 days, July 13 ~ Nov 10



STRING MATCHING

0.957173



BOTORNOT





CONCLUSION


