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Sensing 
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Flexible Electronics Nuclear Magnetic Resonance Vibration Sensors

In Situ Monitoring of AM Water Quality Sensors Geo Technical Sensors



Data Assimilation 
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Civil Structures High-Rate Systems Battery Systems



AI/ML 
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Embedded Systems 
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https://www.labmanager.com/news/nyu-receives-14-4m-nsf-grant-to-expand-its-materials-research-center-12263
http://globalbiodefense.com/2013/08/05/air-force-young-investigator-research-program-call-for-proposals/
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The High-rate Challenge
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A picture containing grass, tree, smoke, outdoor

Description automatically generated

The deceleration event in drop tower tests typically 

lasts for 0.5ms 

High-amplitude (acceleration > 100 g)

High-rate (<100ms)

Hong, J. et al,. Introduction to state estimation of high-rate system dynamics. Sensors, 18(2):217, Jan 2018 

• Large uncertainties in the external loads.

• High levels of nonstationarity and heavy disturbance.

• Generations of unmodeled dynamics from changes in 

mechanical configuration.

Description of High-rate Dynamics
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http://facweb.cs.depaul.edu/sgrais/ballistic_photography.htm
https://linex.com/security-and-defense/blast-mitigation
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A picture containing text, electronics, computer, display

Description automatically generated

A satellite in space

Description automatically generated with medium confidence

A fighter jet flying in the sky

Description automatically generated with medium confidence

Hypersonic vehicles

Fighter jetsLightning strikes on aircraft

Debris approaching space shuttleBallistic packages

High-Rate Systems

Civil Structures
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http://www.australiandefence.com.au/defence/joint/australia-looks-to-hypersonic-technology
https://s167.daydaynews.cc/?url=http%3A%2F%2Finews.gtimg.com%2Fnewsapp_bt%2F0%2F11461318938%2F1000
https://www.google.com/url?sa=i&url=https%3A%2F%2Fwww.express.co.uk%2Fnews%2Fweird%2F1290901%2Fiss-news-anomaly-nasa-space-station-ufo-spacex-elon-musk-atlantis-spt&psig=AOvVaw0vPErcaECPagXzvTxIXGIu&ust=1646527081721000&source=images&cd=vfe&ved=0CA0Q3YkBahcKEwiI_43B3a32AhUAAAAAHQAAAAAQAw
https://www.google.com/url?sa=i&url=https%3A%2F%2Fwww.taiwannews.com.tw%2Fen%2Fnews%2F4455901&psig=AOvVaw0tUj2kxhCqzLEEQjX8XBPX&ust=1646527180004000&source=images&cd=vfe&ved=0CA0Q3YkBahcKEwiwzLT53a32AhUAAAAAHQAAAAAQAw


Active High-Rate Systems (Airbags)
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A picture containing text, electronics, computer, display

Description automatically generated

https://blog.allstate.ca/youve-been-involved-in-a-car-accident-now-what/2015/
https://www.tuningblog.eu/wp-content/uploads/2020/01/Airbag-nachr%C3%BCsten-SRS-Aufprallkissen-e1578294696485.jpg


Active High-Rate Systems (Electronics)
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PCB failures under shock are caused by: 

• Bending of the base PCB board, causing 

stresses to build up at the solder balls.

• Adhesion challenges of masses (components) 

accelerating away from the PCB.

Seah, S. K. W., Wong, E. H., Ranjan, R., Lim, C. T., and Mai, Y. W., 2005, "Understanding 

and testing for drop impact failure," ASME Pacific Rim Technical Conference and Exhibition 

on Integration and Packaging of MEMS, NEMS, and Electronic Systems, pp. 1089-1094.

Wong, E. H., Yiu-Wing Mai, and Matthew Woo. "Analytical solution for the damped-

dynamics of printed circuit board and applied to study the effects of distorted half-sine 

support excitation." IEEE Transactions on advanced packaging 32.2 (2009): 536-545.



Data Driven or Physics Based State 
Estimation

?



Data Driven or Physics Based State 
Estimation 

• Data-driven:
• Potential to be faster

• Easier to implement

• Students excited to work on it

• AI/ML is moving quickly

• Physics-based:
• Potential for prognostics

• Potential for real-time control

• Better suited for decision-making

• Better suited for un-foreseen dynamics
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It was hard to decide, 
so we did both



Timeline of Efforts on State Estimation

Data-driven
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Physics-based

2018 2019 2020 2021 2022 2023 2024 2025

2018 2019 2020 2021 2022 2023 2024 2025

model updating 
framework formulated 

for 1D system

Closed form solution 
for search space

Solver for reduced 
modal model

Modal order 
reduction

125 X speed up over 
eigenvalue solution

Optimal sampling 
methods

Expand to 2D, 2,500 X 
speedup

Deployed 
online

LSTM model built 
for FPGA

LSTM running on real-
time OS hardware

Online LSTM-state estimation 
of a more realistic system 

synthesized for FPGA 

LSTM hypothesized for ML-based 
state estimation of a 1D system 

Custom LSTM accelerated 
synthesized for FPGA

Online LSTM-state estimation of 
a more realistic system (offline)



Data Driven Model Updating
(Theory and Proof of Concept)

Data Driven Model Updating

(Theory and Proof of Concept)

Electronic Components 

Under Shock (Application)

FPGA Implementation

(Timing Consideration) 



In this work:

• Long short-term memory (LSTM) models are 

used for real-time state estimation.

• Experimentally validated on NI-Linux Real-
Time.

LSTM-based Real-time State Estimation



LSTM features and development:

• LSTMs are a Recurrent Neural Network (RNN) 
that propagates through long- and short-term 
memory forms.

• Four stacked LSTM cells (30, 30, 15, 15 units) 

with a fully connected layer at the output.

• LSTM network is trained offline.

Long Short-term Memory Model 

region used



Real-time validation performed on an embedded system running:

• The experimental setup consisted of two subsystems:

• Hardware reproducing Signals reproduces the DROPBEAR dataset using a digital to analog converter.

• Real-time Target digitizes the analog voltage and feeds the input into the LSTM architecture (cRIO-9035).

• Data is sampled at 400 S/s, therefore, a prediction is made every 2.5 ms.

• State predictions are returned via a first-in-first-out (FIFO) buffer to the host PC).

Real-time Validation on Embedded Systems



Real-time LSTM Modeling Results

Algorithm Timing
LSTM model performance results:

• SNRdB of 43.2 dB. 

• RMSE of 12.8 mm.

• LSTM traces reference pin location closely.
 

Timing accuracy results:

• Execution-time jitter in observed (expected).

• Timing follows a normal distribution. 



Code, Data, and Resources 

• This work will be presented at ASME-IDETC under the title “Progress Towards Data-driven 

High-rate Structural State Estimation on Edge Computing Devices”.

• Open-Source library for Deploying LSTMs to the NI Linux Real-time Operating System at: 

https://github.com/ARTS-Laboratory/LabVIEW-LSTM 

• Code for ASME-IDETC conference paper at: https://github.com/ARTS-Laboratory/Paper-

Progress-towards-data-driven-high-rate-structural-state-estimation-on-edge-computing-devices 

• Dataset available on GitHub at: https://github.com/High-Rate-SHM-Working-Group/Dataset-2-

DROPBEAR-Acceleration-vs-Roller-Displacement   

https://github.com/ARTS-Laboratory/LabVIEW-LSTM
https://github.com/ARTS-Laboratory/Paper-Progress-towards-data-driven-high-rate-structural-state-estimation-on-edge-computing-devices
https://github.com/ARTS-Laboratory/Paper-Progress-towards-data-driven-high-rate-structural-state-estimation-on-edge-computing-devices
https://github.com/High-Rate-SHM-Working-Group/Dataset-2-DROPBEAR-Acceleration-vs-Roller-Displacement
https://github.com/High-Rate-SHM-Working-Group/Dataset-2-DROPBEAR-Acceleration-vs-Roller-Displacement


Electronic Components Under Shock 
(Application)

Data Driven Model Updating

(Theory and Proof of Concept)

Electronic Components 

Under Shock (Application)

FPGA Implementation

(Timing Consideration) 



Experimental System used for Validation

https://github.com/High-Rate-SHM-

Working-Group/Dataset-5-Extended-

Impact-Testing



Experimental System used for Validation



Experimental System used for Validation



Experimental System used for Validation



In this work:

• Long short-term memory (LSTM) models are used for real-

time state estimation.

• Models are initially trained offline on pre-recorded data.

• LSTM architecture is (50, 50 units) with a dense layer at the 
output with SoftMax activation

LSTM-based Real-time State Estimation

confidence

0%                        100%



Model Results
Prediction of survivability of PCB exposed to shock loads



FPGA Implementation
(Timing Consideration) 

Data Driven Model Updating

(Theory and Proof of Concept)

Electronic Components 

Under Shock (Application)

FPGA Implementation

(Timing Consideration) 



LSTM model deployed on a Xilinx Virtex 7 (VC707) 

FPGA:

• Implemented in 8-bit,16-bit and 32-bit fixed point .

• Developed an LSTM hardware accelerator using

• Design of an LSTM accelerator framework using 

high-level synthesis (HLS)

• Goal: to meets the real-time requirements set by 

high-rate applications.

• Findings: outermost loop pipelining generates a 

more efficient hardware design than outermost loop 

unrolling of the algorithm.

Xilinx Virtex 7 (VC707)

Model Deployment on FPGA



The developed hardware accelerator is split up into the LSTM’s gates for deployment.
LSTM deployment on an FPGA



LSTM Operations for HDL Design 

chosen model
Model Selection

• A 3-layer configuration with 15 units per 

layer provided the highest signal to noise 

ratio (SNR).

• The model utilizes 16 input features 

derived from the uniformly sampled input 

signal at the preceding time step.

• The selected model generates an output 

state prediction every 500 µs on  Real-

Time National Instruments testbed  

system.



Building a hardware accelerator that for deploying LSTMS with a focus on latency
Custom LSTM Hardware Accelerator 

HLS Implementation

• Designed with C++ in Vitis HLS.

• Two main units in the accelerator architecture:

• Matrix-vector operations(MVO) unit

• Element-wise operations(EVO) unit.

• Depending on the size of the LSTM network and 

the compiling capacity of the synthesis tool, arrays 

were partially or entirely partitioned to generate 

multiple BRAMs.

• Pipeline pragmas were used for the outer loops of 

the functions associate with LSTM gates. This  

unrolled the internal loops facilitating parallel 

multiplication.

• However, due to limited port of Block RAMs, full 

parallelization of operations was not achievable 

with HLS.



Modules block diagram of the RTL design

HDL Implementation

• Designed with Verilog to obtain more flexibility 

than HLS design. 

• RTL module named 'hidden unit' does the 

matrix-vector operations. RTL design adds 

reconfigurable feature to this module which can 

be utilized to boost DSP consumption,  thereby 

enhancing parallelism - a feat not  attainable 

with HLS.

• Performance improved dramatically over HLS 

design, but the design becomes congested with 

the increase of DSP, limiting high-frequency 

operation.

Building a hardware accelerator that for deploying LSTMS with a focus on latency

Custom LSTM Hardware Accelerator 



Model Deployment on FPGA

U55C 
(UltraScale+XCU55C-FSVH2892-2L-E)

VC707 
(Virtex-7 XC7VX485TFFG1761-2) 

ZCU104 
(Zynq UltraScale+XCZU7EV-2FFVC1156 MPSoC) 

• Model deployment on targeted datacenter platforms

• ZCU104 

• VC707

• U55C



Real-time LSTM Modeling Results (HLS)

Results for High-Level Synthesis (HLS) Design



Real-time LSTM Modeling Results (HDL)

Results for Hardware Design Language (HDL) Synthesis Design



Parallelism study
Effect of Parallelism on HDL Design

• LSTM hardware accelerator replacement created in both Hardware Description Language 

(HDL) and High Level Synthesis (HLS). HDL exposed more parallelism.

• Software baseline system developed on National Instruments testbed. State prediction output 

every 500 µs.



Takeaway

It is possible to use online data-driven models for micro-second tracking of structures during impact. 
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https://www.labmanager.com/news/nyu-receives-14-4m-nsf-grant-to-expand-its-materials-research-center-12263
http://globalbiodefense.com/2013/08/05/air-force-young-investigator-research-program-call-for-proposals/
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Backup Slides



• A real-time system demonstrates an end-to-end prediction system.

• Signal reproduction is isolated from real-time system performing signal acquisition, state updating, and health 

estimation.

• Health estimates are communicated back to the host computer.

Model Deployment on RTOS



Experimental System used for Validation
Datasets of Varying Complexity 

Complexity

Air Force Systems



Dataset Layout
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https://github.com/High-Rate-SHM-Working-Group/Dataset-5-Extended-Impact-

Testing/tree/main/data/dataset-2 

https://github.com/High-Rate-SHM-Working-Group/Dataset-5-Extended-Impact-Testing/tree/main/data/dataset-2
https://github.com/High-Rate-SHM-Working-Group/Dataset-5-Extended-Impact-Testing/tree/main/data/dataset-2
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