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3-Z Restoration for Binary Synnetric Channel Errors

ilichael H. lluh ns

A previous .report [ 1] has preseqted anil analyzed, a technique for

restoring the output of a guantiaer so that the result nore accurately

natches the quantiee"rrg input rith respect to e mean-squer€ error

criterion, Tbe 1€storation is obtainecl by the use of

E [=lxeR] = (1)
f x p(x)dx

JR-

f p(x)d=
"R

thare n is a regipn j-n N-space to nhich an N x 1 vector x is asbigned

il.urinq quantizationr end p (L) is the nultidi-sensional probability

clensity function of r. The restoraticn is basecl essentialty uFon

eract knorleilge of tbe quantizer output. A sinilar, but nore

difficult problen results rhen the guantizer output is not knovn

eractly. This could occur, for exanple, chen the quantizer output is

transnitted orer a npisy channel. The first section in tbis report

explores the effect of channel erf,ors on tlie restorati.ans obtaineil

using eq. (1 ) . The next section exanines a technique that
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statistically compensates for the effect of chlnnel errors.

Effects of Chanuc'rl Errors on Quantizeil Siqnals: In this analysis,

channel errors are assune,l to be modelled by a bi,nary synnetric

chaanel {BSC) t 2 l. the characteristics of this type of channet are

shoun in figure 1. The cbannel is discrete and. nenoryless and can be

specified by a transition probability assignDent P(jlk), for j'k=0,1,

AS

p =['

N
=Tf
i=l

-p

p

p

l- J
t2)

Since the channe^l- is memoryless, the probability of an

Tlzttz2t...rzN). given en input se{uence x=(x,1x1;"

by

output sequence

.,xIQ, is given

p(" l*) p('. l*. )-11
(3)

Based on this definilion, a BSC ras conputer siaulated rith the

channel error probability, Fr chosen to be 0.01. The simulated

channel uas then applie,t tc transforn coiled images. Three inages reEe

zonal transfcrp cocleil in 16 x 16 blocks anl tbeir quantized transforn

6omain components rere enccrieJ by assigning each a binary code rord.

the resulting s€guence cf binary digits 5as cperateil on by the

-25-



P(jlK)
l- p

INPUT K j oUTPUT

Figure 3.2-1. Transition probabilitiea for a binary ayrnrnetric channel.

o

$t

-26-



simulated channel. The erlor-corrupted bit strean fas then either

ilecotleil directl,lr 8S shorn i-n figures 2ar 2c, anil Zar or restoreil by

the use of eq. (t) to recluce the effects of the guantization prpcess.

Figure 3 contains a schenatic of this procedure. The decpiletl inages

rith the quantiza*ion sffects reiluced are shorn in figures 2br 2d, and

2f.

Bit errors in transforn coding that arise due to a binary'

synts€tric channel are s€en to result in an elphasis of the hloch

structure anrl a subjective error that ertenils oY€r the entire block.

This latter effect occrlrs because iarerse transforning a hlock

containing an elror clistributas tbis erroE oveE all the resrltaut

iaage clolain cclponents. The recons'truction technique inplied by €!1.

(l) is thus i-asensitiye to channel errors. Since it proviiles risual

anil trean-square ellor inprovenents in noise-free casesr it ean be

utilizect equally rell in noisy enYironrents'

The pr€vious

section denonstrated that channel €rEors do not ailYersell affect the

perforoance of tbe restoration tachnique derived pr€viously. Horever'

this technique cloer nothing to aneliorate the effects of the channel

errors. This is because the funitarental restoration .fornula presenteil

in eg. {l} uas derived rithout an1 consiileration of channel structure.

By incluiling the chalnel structure in the derivation, the resultant

restoration technig.ue can sinultaneousLy reduce the ef fects of the

quantizatioo process anil nitigate the effects of channel e160rs'
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(a) Quantized
P = 0.01

e

(e) Quantized 0. 5 bit/pixel
P =0.01

e

0. 5 bit/prxel

0.5 bit/pixel

Minirnurr mean
zonal quantized

(b) Restored 0. 5 bitlpixel
P = 0.01

e

(d) Restored 0. 5 bit/pixel
P = 0.01

e

(f) Restored 0. 5 bit/pixel' P =0.01e

Quantized
P = 0.01

e

Figure 3.2-2,
transforrned

(")

gguare error
irnages.
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Figure 3.2-3. Data systern used to rnodel the effecte of channel
errors on the quantization restoration process.
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Let the output cf a ilata source (this output could coosist of

DPCl.t semples, PCS sanplesr or transf orn donain sa& ples) be denoted by

1= (r L,x Z,,.. ,xN) and ilescribet by a probabitity density f unction p (1! .

The reconstructicn of x, after L has been quantizecl to onB of l{

(4t

the restoration

this etrror ritb

(s)
'k=

regions and channel-erro.r corf,upteil, is denotecl by z= lz, tz^ r... ,21q.)

for l=1t21.-.;!t (refer to figure 3).

res.ults fron thj.s prpc€ss is

?he nean-square erro.r that

MM
d = t I n,"lr.l/ (=-ek) (=-,,r)t p(dgl

k=I rn=l rn

This €rror can

points, zk

respect to zk

be ninimicerl

Satting the

€gual ,to zef o

by ptop€r choice of

partial deriYatives of

yieltls

M
t pt"lr.l / :p(-)alHJP
rn= I ^'rn
M

t p(r"l"l I p(=)dl
rn= I "rn

for h=1r21 ... llt. This expression is the noisy c hannel rersion of

eq. (1) and provides a nininun Eean-square error esti[ate of the input

to a quantiser baseil on the output of a noisy channel, the

characteristics pf the quantizet, and the a priori statistics gf the

input. Thi,s eguation ls also a nultiilinensional version of a sesult

f irst cleriveil in [ 3 ]. For a noi.seless channel, the channcl nairix P

becopes the ictentity natrir ancl eg. (5) reduces to eq. {1) . tlhen the
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probability vc luile

equal, u hich is a

restoration eguatfon

i.ntegrals in

Iproxinately
sinplifies to

the denoninator of

true for l'lax quan

eq..(5) are a1l

tiz a tio rr , the

M
,r = E, p(rnl k)

rn= I f P(*)d:tR
In

(6)

(1t

or

'k=

uhere y-^ is given by eq. (1). This result holds for maxinun output'rn
entropy quantizers anil tco-level symnetrical quantizers, aail is
approrinately corr€ct for nany other types.

A signal that has been quantizecl and then transmitted orer a

noisy channel can thus be cptimally restored by utili zLng eg. (5). The

restoration scluticns f.ound earlier for Gaussian and Laplacian

probability ilenslty functions (see t4l anl [5], respectively) can be

substituted directly int.o eq. (5) once the transition natril for the

channel has been cleterrnined. The resultant estinator can then bc used

to restore tha cutpu ts of transf orn and DPC)l cod.ers that ha ve been

tlegrarlel by chanrrel eErors.
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