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3.3 Qwantization Error Reduction for Irnage Coding

Michael N. Huhns *

Quantization is the process of representing continuously varying
f,.:\{1 quantities by discrete intervals. This process is nonlinear and sorne of

the inforrnation about the original data is irretrievably lost. The usual

restoration procedure is to choose the rnidpoints of each quantization

interval as the estirnated values of the original data. However if it is

known that the original data are correlated and are non-uniforrnly dis-
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tributed, then irnproved restorations are possible using this inforrnation.
As shown in a previous report IlJ, rninirnurn rr]ean square error estirnates

of correlated data require the solution of the following equation

x=E[*l*eD]=
f zpet dx

(l)

where x is the n-dirnensional variable to be quantized, D is the particular
region of n-space into which x is quantized, and p(x) is the probability

density function of x. A partial solution to this equation has been obtained

for data which have a jointly gaussian probability distribution. This

solution has now been applied to the restoration of quantized one-dirnensional

randorn signals and two-dirnensional transforrn dornain zonal quantized

irnages. The results reveal a decrease in rnean square error in all cases.

F{owever, in spite of the error reduction, sorrre irnages exhibit a degrad-

ation in subjective quality after restoration. Hence a nonlinear error
criterion based on the hurnan visual systern and derived by Mannos and

Sakri"otr I Zfhas been used in place of the rrrean square error function.

Under this criterion a subjective irnage irnprovernent as well as a

nurnerical error reduction are obtained.

To dernonstrate the utility of this restoration procedure, a randornly

generated gaussian Markov signal has been quantized and restored. The

results are shown in figure 1. A two bit per sarnple Max quantization

scherne is ernployed to obtain the quantized approxirrration to the original

signal. Using this quantized signal and the statistical knowledge about

the original signal as inputs to the nonlinear estirnator, the restoration

decreases the lrlean square error by 33T0. The average irnprovernent in

lrrean square error as a function of quantizing bit assignrnent for different

correlation coefficients is shown in figure 2. It can be seen frorn this

graph that,as the arnount of correlation in the Markov process approaches

zeto, then the restoration provides no error irnprovernent. There is also
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no irnprovement as the nurnber of quantizing bits becornes large and the

differences between the original signal and the quantized signal wanish.

Thus the restoration procedure represents a viable restoration technique

when the nurnber of quantizing bits are srnall and the input signals to the

quantizer are correlated.

These conditions are satisfied by the zonal transforrn coding

technique for irnages. In this rnethod the transforrn sarnples have a

gaussian distribution: each is the surn of a large nurnber of randorn

wariables so that the centrat Iirnit theorern can be invoked. Now these

transforrn sarnples are typically quantized according to a bit'assignrnent

such as the one shown below.

8555
5433
43ZZ
43ZZ
4ZTL
4ZtI
4Ztl
421t
3ZLt
32-tL
3ZLl
32ll
3Zll
32LT
SZtl
3Zll

444433333
zzzz?.zz?,2
11r1r1111
1t11t1lI1
111100000
I11100000
111100000
1t1100000
000000000
000000000
000000000
000000000
o0o0'00000
000000000
000000000
000000000

333
zzz
111,
111
000
000
000
000
000
000
000
000
000
000
000
000

The restoration technique rnust be applied recursively to these sarnples

since it is only capable of restoring one satnple at a tirne. The current

best estirnates of the rernaining sarnples are then used to obtain the

estirnate of the sarnple being restored. This is repeated for each of the

sarnples" in turn and then the entire procedure is repeated until the

estirnates converge. This convergence has been found to be rapid and,

in rnost cases, one iteration is sufficient'

The above procedure has been apptied to the irnages in figure 3b

and 3d. Figure 3b has been coded with an average of one bit per pixel
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(a) Original Irnage B Bits/Pixel

(b) Quantized I Bitl Pixel (c) Restored I Bit/Pixel

(d) Quantized 0. 5 BitlPixel (e) Re stored 0. 5 Bit lPixe1

Figure 3.3-3. Restoration of Haar transforrn,

))

zonal quantized irnage s.



by using a Haar transforrn in 16 x 16 blocks, a zonal coding bit

assignrnent and a Max guantizer. For the quantization and subsequent

restoration, the original irnage sarnples are assurned to arise frorn a

Markov source. Figure 3c is the restored version of this irnage, utiliz-
ing one iteration of the estirnation procedure. The rnean square error
is reduced by l0% as a result of the restoration. Figures 3d and 3e,

respectively,have beenquantized to 0.5 bits and restored by rrleans of the

above technique. A reduction of. LgTo in rnean square error is obtained in

this case. Subjectively, the restored irnages appear rnuch less noisy

than the quantized irnages but rnore blurred, as is very evident in corn-

paring figures 4b and 4c. Ffence an error lrreasune is required in which

nurnerical results rnatch subjective results.

This has been provided by rnodeling the error rneasure after the

hurnan visual systern. It has been found that the hurnan visual systern is

sensitive to approxirnately the cube root of incident light intensities. It
is also rnost sensitive to rniddle spatial frequencies near eight cycles per

degree. Hence to apply this error rneasure, an irnage is processed

according to the block diagrarn in figure 5. The (i, j)th 
"otrrponent 

of the

filter function is chosen to be

T.. - (.05 + .18525 r)
1J

exp [ -(. oTtzs ")1'1]
(3)

where

,.2 .z.r lzr =(r + J ) (4)

Figures 4d and 4e show the results of this procedure for a Hadarnard

transforrn, with and without the restoration step, respectively. There

are both subjective and nurnerical error irnprovernents after restoration.

The restoration process has also been applied to a color coding

experirnent. In this experiment a color irnage is transforrned ':o the

YIQ coordinate systern and then quantized according to the bit assignrnent

indicated on the next page for a typical block of four pixels.
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Irnage 8 bits /pixel

(b) ZonaL Haar Quantized ZonaI Haar Restored

r*

(d) Visual Hadarnard Quantized (e) Visual Hadarnard Restored

Figure 3.3-4. Restoration of 0.5 bit/pixel transforrn coded irnages for
two different error criteria.
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Each pixel is hence coded with an average of nine bits. Quantization

restoration provides a decrease of 42To in rnean square error in this

case and an improvernent in subjective quality.

Thus data which are correlated and which have been coarsely

quantized are arnenable to being lsstored by the techniques outlined above.

By choosing a suitable error criterion, z,or.al transforrn coded irnages

can be subjectively and analytically irnproved so that they rrlore faithfully

reproduce the details of an original irnage. Further work is expected

to extend the restoration technique to DPCM and delta rnodulation coded

irnage s.
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